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e Departamento de Matemáticas, Universidad de Cádiz, Algeciras Campus, Spain

Abstract

Given a connected graph G, a set of vertices X ⊂ V (G) is a weak k-resolving set of G if
for each two vertices y, z ∈ V (G), the sum of the values |dG(y, x) − dG(z, x)| over all x ∈ X
is at least k, where dG(u, v) stands for the length of a shortest path between u and v. The
cardinality of a smallest weak k-resolving set of G is the weak k-metric dimension of G, and
is denoted by wdimk(G). In this paper, wdimk(Kn □Kn) is determined for every n ≥ 3 and
every 2 ≤ k ≤ 2n. An improvement of a known integer linear programming formulation for
this problem is developed and implemented for the graphs Kn □Km. Conjectures regarding
these general situations are posed.
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1 Introduction

The area of metric dimension related parameters in graphs has been a very active one in the last
two decades, although its notion dates back to about 70 years ago when the related concept was
introduced for general metric spaces in [2]. For the specific case of graphs, the first information
on this topic are coming from the 1970’s due to Slater [10], and independently, also by Harary
and Melter [7]. This topic attracted several investigation in in various directions including com-
binatorial, computational, and applied. For instance, an interesting application appeared in [12],
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where the authors designed some sort of methodology for embedding biological sequence data into
Hamming graphs. To do so, they applied some metric dimension notions. The obtained embedding
was further used in machine learning algorithms that learn classifiers from such datasets. Some
other recent works on the classical metric dimension of graphs are for instance [1, 4, 6, 11]. In
addition, for more information on this concept and related ones, we suggest the two surveys [8, 13].

One of the most common developments concerning the metric dimension of graphs relates
to describing different variations of the concept in order to give more insight into the classical
concept, or to better understand some practical situations in which extra properties are needed.
The compendium [8] surveys a large number of these variations, and the main contributions about
each of them. Very recently, a variation called weak k-metric dimension was presented in [9], which
is an attempt to soften the more restrictive notion of k-metric dimension of graphs, already known
from [5].

Throughout our whole exposition G = (V (G), E(G)) represents a connected undirected graph
without loops and multiple edges. Given three vertices x, y, z ∈ V (G), it is said that

∆z(x, y) = |dG(x, z)− dG(y, z)| ,

where the notation dG(a, b) stands for the number of edges on a shortest a, b-path in G, i.e., the
distance between a and b. Consider a set S ⊆ V (G) and an integer k ≥ 1. The set S is known as
a weak k-resolving set for G if it is satisfied that∑

w∈S

∆w(x, y) ≥ k

for each two vertices x, y ∈ V (G). The weak k-metric dimension of G, written wdimk(G), is the
cardinality of a smallest weak k-resolving set of G. Any weak k-resolving set having cardinality
equal to wdimk(G) is called a weak k-metric basis for G. The concepts above were recently defined
in [9]. It is clear that a graph G does not have weak k-resolving sets for every integer k. In this
sense, by κ(G) we represent the largest integer k such that G contains a weak k-resolving set. In
addition, it is also said that a graph G is weak κ(G)-metric dimensional.

The metric dimension of Kn □Kn was studied in [3], where the formula dim(Kn □Kn) =⌊
4n−2

3

⌋
was proved, as a part of a more general result. On the other hand, it is known from [9,

Corollary 2] that dim(G) = wdim1(G) for any graph G. Thus, in view of these comments,

wdim1(Kn □Kn) =

⌊
4n− 2

3

⌋
.

In this paper we complement this result, by determining wdimk(Kn □Kn) for any integer n ≥ 2
and any feasible k ≥ 2. In fact, we prove the following formula.

Theorem 1.1. If n ≥ 3 and 2 ≤ k ≤ 2n, then

wdimk(Kn □Kn) =


⌈
4n
3

⌉
; if k = 2 ,

n
⌈
k
2

⌉
; if k = 3 or k is even ,

n
⌈
k
2

⌉
− 1; otherwise .

In addition, an integer linear programming formulation for this problem, known from [9], is
improved and implemented for the graphsKn □Km. Conjectures regarding these general situations
are posed.
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2 Preliminaries

Unless stated otherwise, all graphs considered are connected. If G is a graph, S ⊆ V (G), and
x, y ∈ V (G), then let

∆S(x, y) =
∑
s∈S

∆s(x, y) .

If S = V (G), we simplify the notation ∆V (G)(x, y) to ∆(x, y). Having this notation, we can recall
the following fundamental fact.

Proposition 2.1. [9, Observation 5] If G is a graph, then

κ(G) = min{∆(x, y) : x, y ∈ V (G), x ̸= y} .

Let G and H be any (connected) graphs, and G□H be their Cartesian product, which is a
graph defined on the vertex set V (G)× V (H), and having edges (g, h)(g′, h′) if either g = g′ and
hh′ ∈ E(H); or gg′ ∈ E(G) and h = h′. Throughout the paper, for the complete graph Kn, we will
adopt the convention V (Kn) = Zn and hence, V (Kn □Km) = Zn × Zm. Moreover, if i ∈ V (Kn),
then by i Km we denote the subgraph of Kn □Km induced by the vertices {i} × Zm, and call it a
(vertical) layer. Symmetrically, for j ∈ V (Km), the (horizontal) layer is the subgraph induced by
Zn × {j}, and denoted Kj

n.
In order to complete this preliminary section, we determine the suitable values of k for which

wdimk(G) can be computed, when G is a Hamming graph.

Theorem 2.2. If r ≥ 2 and n1 ≥ n2 ≥ · · · ≥ nr ≥ 2, then

κ(Kn1
□Kn2

□ · · · □Knr
) = 2n2 · · ·nr .

In particular, if n1 = 2, then κ(Qr) = 2r.

Proof. Let n1 ≥ · · · ≥ nr ≥ 2, where r ≥ 2. Set G = Kn1 □ · · · □Knr for the rest of the proof.
Throughout the proof we will use the fact the the distance between two vertices of G is equal to the
number of coordinates in which they differ. Let x = (x1, . . . , xr) and y = (y1, . . . , yr) be arbitrary,
different vertices of G. We consider the following cases.

Assume first that dG(x, y) = 1. Let j ∈ [r] be the unique index for which we have xj ̸= yj .
If u = (u1, . . . , ur) is a vertex of G with uj ∈ [r] \ {xj , yj}, then dG(x, u) = dG(y, u) and so
∆u(x, y) = 0. Assume next that uj = xj (̸= yj). Then dG(y, u) = dG(x, u) + 1 and therefore
∆u(x, y) = 1. There are πj =

∏r
i=1

i ̸=j
ni vertices u with uj = xj , where x is one among them. There

are the same number of vertices u with uj = yj (̸= xj), and these vertices also contribute πj to
∆(x, y). It follows that ∆(x, y) = 2πj . Since n1 ≥ · · · ≥ nr, we get

min{∆(x, y) : x, y ∈ V (G), x ̸= y} ≤ min{∆(x, y) : xy ∈ E(G)} = 2π1 = 2n2 · · ·nr .

Assume now that dG(x, y) ≥ 2. Let j be an arbitrary coordinate such that xj ̸= yj . Then, as
above, each vertex u with uj = xj contributes 1 to ∆(x, y), and the same holds for each vertex u
with uj = yj . Hence

∆(x, y) ≥ 2

r∏
i=1

i ̸=j

ni ≥ 2

r∏
i=2

ni .

Proposition 2.1 completes the argument for the formula.
The particular case of hypercubes follows since Q1

∼= K2 and κ(K2) = 2, and since Qr is
isomorphic to the Cartesian product of r copies of K2.
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3 Proof of Theorem 1.1

We remark that κ(Kn □Kn) = 2n, by Theorem 2.2, and so, we next proceed to compute each
of the values of wdimk(Kn □Kn) for any n ≥ 3. Through the proof, we assume n ≥ 3 and set
G = Kn □Kn. We will split the argument into several cases separated into subsections.

3.1 The case 4 ≤ k ≤ 2n

We recall that we are going to prove that

wdimk(Kn □Kn) =

n
⌈
k
2

⌉
; if k ≥ 4 is even ,

n
⌈
k
2

⌉
− 1; if k ≥ 5 is odd .

First, the assertion wdim2n(G) = n2 can be readily observed by considering, for instance, the
vertices (0, 0) and (0, 1), because only the vertices from the layers K0

n and K1
n can contribute to

∆((0, 0), (0, 1)). Since such vertices contribute exactly 1, it follows that a weak (2n)-resolving set
of G must contain all the vertices of K0

n and K1
n, and consequently all the vertices of G. Hence, in

the rest we restrict our attention to the cases when 4 ≤ k ≤ 2n− 1.
For i ∈ Zn set

Di = {(i, 0), (i+ 1, 1), . . . , (i+ n− 1, n− 1)} ,

where the computations are done modulo n. Intuitively, the Dis are the diagonals of G.

Case 1: k = 2n− 2t, for some 1 ≤ t ≤ n− 2.
Notice that in such situation, 4 ≤ k ≤ 2n− 2 (an even integer). We claim that the set

Xt =

n−1⋃
i=t

Di

is a weak k-resolving set. See Fig. 1 for some fairly representative examples.

Figure 1: The sets (in bold) X1 (a weak 10-metric basis), X2 (a weak 8-metric basis), X3 (a weak
6-metric basis) and X4 (a weak 4-metric basis), respectively, in K6 □K6

For this sake, note first that Xt contains precisely k
2 = n − t vertices in each (horizontal

and vertical) layer of G. Consider now arbitrary vertices (i, j) and (i′, j′) of G and distinguish
two different situations. If i = i′, then in each of the layers Kj

n and Kj′

n there are k
2 = n − t

vertices (where (i, j) and (i, j′) could belong to them) that contribute 1 to ∆Xt
((i, j), (i, j′)), so

that ∆Xt((i, j)(i, j
′)) ≥ 2n− 2t = k as required. The situation when j = j′ is symmetric. Assume

now that i ̸= i′ and j ̸= j′. Then the layers iKn,
i′Kn, K

j
n, and Kj′

n are pairwise different layers

4



that intersect in the vertices (i, j), (i, j′), (i′, j), and (i′, j′). Each of these four vertices might not
contribute to ∆Xt

((i, j), (i′, j′)). Since each layer contains k
2 = n− t vertices of Xt, it thus follows

that

∆Xt
((i, j), (i′, j′)) ≥ 4

k

4
− 4 = 2k − 4 ≥ k ,

where the last inequality holds since k ≥ 4. Consequently, Xt is a weak k-resolving set as claimed.
Hence wdimk(G) ≤ nk

2 = n
⌈
k
2

⌉
.

To prove that wdimk(G) ≥ n
⌈
k
2

⌉
, suppose on the contrary that there exists a weak k-resolving

set Y of G with |Y | ≤ n
⌈
k
2

⌉
− 1. By the pigeonhole principle there exists a layer, we may assume

without loss of generality to be K0
n, such that x = |Y ∩V (K0

n)| ≤ k
2 −1. Consider now the vertices

(0, 0) and (0, j) with j ̸= 0. Let y = |Y ∩ V (Kj
n)|. Note that x+ y = ∆Y ((0, 0), (0, j)) ≥ k. Since

x ≤ k
2 − 1, this in turn implies that y ≥ k

2 + 1. As this holds for any j ̸= 0, we consequently have

|Y | ≥ x+ (n− 1)(k2 + 1) and so, by using our assumption on the cardinality of Y ,

n
k

2
> |Y | ≥ x+ (n− 1)

(
k

2
+ 1

)
,

which implies that x < 0, since k ≤ 2n−2, and this is not possible. This contradiction proves that
wdimk(G) ≥ n

⌈
k
2

⌉
and thus the equality follows in the case k is even.

Case 2: k = 2n− 2t− 1, for some 0 ≤ t ≤ n− 3.
Notice that in such situation, 5 ≤ k ≤ 2n−1 (an odd integer). To see that wdimk(G) ≤ n

⌈
k
2

⌉
−1, we

claim that the set X ′
t obtained from Xt by removing the vertex (1, 2) is a weak k-resolving set, i,e.,

X ′
t = Xt\{(1, 2)}. Let (i, j), (i′, j′) ∈ V (G) be any two arbitrary vertices. If (1, 2) /∈ {(i, j), (i′, j′)},

then we can use the argument of Case 1, that is, in its proof, while considering ∆Xt((i, j), (i
′, j′)),

we have only considered contributions of 1 of each vertex from Xt. Hence, by using the same
arguments, deleting only one vertex from Xt yields a set such that any two vertices from G the
new set contributes at least ∆Xt

((i, j), (i′, j′))− 1 to ∆X′
t
((i, j), (i′, j′)).

Assume now that (WLOG) (i′, j′) = (1, 2). First notice that, since X ′
t is obtained from Xt

by removing one vertex, it holds that each layer of G (vertical or horizontal) contains (k + 1)/2
vertices of X ′

t, with the exception of that layers containing the vertex (1, 2). We have now two
different situations.

Case 2.1: i ̸= 1 and j ̸= 2.
First, if (i, j) ∈ X ′

t, then (i, j) contributes with 2 to ∆X′
t
((i, j), (i′, j′)). In addition, based on the

fact that there are at least (k + 1)/2− 2 vertices in each of the four layers that contribute with 1
to ∆X′

t
((i, j), (i′, j′)), and by the fact that k ≥ 5, we deduce that

∆X′
t
((i, j), (i′, j′)) ≥ 4

(
k + 1

2
− 2

)
+ 2 = 2k − 4 ≥ k + 1.

On the other hand, if (i, j) /∈ X ′
t, then (i, j) clearly contributes nothing to ∆X′

t
((i, j), (i′, j′)).

However, now there are two layers (the ones containing (i, j)) such that they contain (k+1)/2− 1
vertices in each of the two such layers that contribute with 1 to ∆X′

t
((i, j), (i′, j′)). In addition, in

the other two layers (the ones containing (1, 2)) there are (k + 1)/2 − 2 vertices in each of them
that contribute with 1 to ∆X′

t
((i, j), (i′, j′)). Hence, having again in mind that k ≥ 5, it holds that

∆X′
t
((i, j), (i′, j′)) ≥ 2

(
k + 1

2
− 1

)
+ 2

(
k + 1

2
− 2

)
= 2k − 5 ≥ k.
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Case 2.2: i = 1 or j = 2.
By the symmetry ofG, it suffices to consider that i = 1. Notice that there are (k+1)/2 vertices from
X ′

t in the layer Kj
n that contribute with 1 to ∆X′

t
((i, j), (i′, j′)), as well as, there are (k+ 1)/2− 1

vertices from X ′
t in the layer K2

n that contribute with 1 to ∆X′
t
((i, j), (i′, j′)). Thus,

∆X′
t
((i, j)(i′, j′)) ≥

(
k + 1

2

)
+

(
k + 1

2
− 1

)
= k.

As a consequence of the arguments above, we obtain that X ′
t is a weak k-resolving set of G,

and so, wdimk(Kn □Kn) ≤ n
⌈
k
2

⌉
− 1 if k ≥ 5 is odd.

It remains to see that wdimk(G) ≥ n
⌈
k
2

⌉
−1. Suppose on the contrary that there exists a weak

k-resolving set Y of G with |Y | ≤ n
⌈
k
2

⌉
− 2. By the pigeonhole principle one of the following two

possibilities occur.
Assume first that there is a layer Kℓ

n such that |Y ∩ V (Kℓ
n)| ≤

⌈
k
2

⌉
− 2. We may consider

(WLOG) that ℓ = 0 and let x = |Y ∩ V (K0
n)| ≤

⌈
k
2

⌉
− 2. Consider now the vertices (0, 0) and

(0, j) with j ̸= 0. Let y = |Y ∩ V (Kj
n)|. Since x + y = ∆Y ((0, 0), (0, j)) ≥ 2

⌈
k
2

⌉
− 1, and

because x ≤
⌈
k
2

⌉
− 2, we get y ≥

⌈
k
2

⌉
+ 1. As this holds for any j ̸= 0, we consequently have

|Y | ≥ x+ (n− 1)(
⌈
k
2

⌉
+ 1), and so, by using our assumption on the cardinality of Y we deduce

n

⌈
k

2

⌉
− 1 > |Y | ≥ x+ (n− 1)

(⌈
k

2

⌉
+ 1

)
,

which implies that x < 0, a contradiction.
On the other hand, assume now there exist ℓ, ℓ′ ∈ Zn, ℓ ̸= ℓ′ such that |Y ∩ V (Kℓ

n)| ≤
⌈
k
2

⌉
− 1

and |Y ∩ V (Kℓ′

n )| ≤
⌈
k
2

⌉
− 1. Consider the vertices (0, ℓ) and (0, ℓ′). Then

∆Y ((0, ℓ), (0, ℓ
′)) = |Y ∩ V (Kℓ

n)|+ |Y ∩ V (Kℓ′

n )| ≤ 2

(⌈
k

2

⌉
− 1

)
= 2

⌈
k

2

⌉
− 2 ,

which is not possible.

The above considerations demonstrate that |Y | ≤ n
⌈
k
2

⌉
− 2 is not possible, hence wdimk(G) ≥

n
⌈
k
2

⌉
− 1. We can conclude that wdimk(G) =

⌈
k
2

⌉
− 1, when 5 ≤ k ≤ 2n− 1 is odd.

3.2 The case k = 3

We recall that in this subsection, we are going to show that

wdim3(Kn □Kn) = 2n.

First, since wdim4(G) = 2n as proved in Subsection 3.1, and because wdim3(G) ≤ wdim4(G), we
have that wdim3(G) ≤ 2n.

Suppose now that wdim3(G) ≤ 2n−1, and let Y be a weak 3-metric basis. We shall show some
structural properties of Y .

Claim: Every layer of G contains at least one vertex of Y .

Indeed, suppose (WLOG) that V (K0
n) ∩ Y = ∅. Now, since for any vertex (i, 0), i ̸= 0, it must

hold that ∆Y ((0, 0), (i, 0)) ≥ 3, we deduce that |V (Ki
n) ∩ Y | ≥ 3. Thus, since this happens for

each i ̸= 0, we obtain that |Y | ≥ 3(n− 1) > 2n− 1 because n ≥ 3.

6



We remark that this claim is satisfied for each layer, no matter if it is vertical or horizontal.
Since |Y | ≤ 2n− 1 by assumption, we have at least one horizontal layer Kj

n with |V (Kj
n)∩ Y | = 1

and at least one vertical layer iKn with |V (iKn) ∩ Y | = 1.
Consider a vertex (i, j) /∈ Y such that |V (iKn)∩ Y | = 1. If there are two horizontal layers Kj′

n

and Kj′′

n , each having at most one vertex from Y , then the vertices ∆Y ((i, j
′), (i, j′′)) ≤ 2, which

is not possible. This, together with the fact that |Y | ≤ 2n − 1, and also with the claim above,
imply that all but one horizontal layer have exactly two vertices of Y . Moreover, such remaining
horizontal layer has exactly one vertex of Y . Let Kj∗

n be such a layer. In addition, by a symmetric
argument we obtain a parallel conclusion for vertical layers where, by our assumption, the layer
iKn is the one that has exactly one vertex of Y . We have the following cases.

Case 1: j∗ = j.
Let (x, y) ∈ Y such that x ̸= i and y ̸= j. We consider the vertices (x, j), (i, y). Then, since (i, j)
and (x, y) do not contribute to ∆Y ((x, j), (i, y)), there must be at least three vertices of Y lying
in V (xKn) ∪ V (Ky

n) \ {(x, y)}. This means that xKn or Ky
n contains at least three vertices of Y

(including the vertex (x, y)), which is a contradiction.

Case 2: j∗ ̸= j.
Let (i∗, j∗) be the unique vertex of Y in Kj∗

n . If (i∗, j) /∈ Y , then by considering the vertices (i∗, j)
and (i, j∗) and using a parallel argument as in the Case 1 above, we find one layer with at least
three vertices of Y , which is again a contradiction.

Hence, we suppose that (i∗, j) ∈ Y . Consider then the vertices (i∗, j) and (i, j∗). Note that
(i∗, j∗) and (i, j) do not contribute to ∆Y ((i

∗, j), (i, j∗)), and that (i∗, j) contributes with 2. Thus,
there must be an additional vertex from Y in the four layers containing (i∗, j) and (i, j∗). That is,
in the set

(V (i
∗
Kn) ∪ V (iKn) ∪ V (Kj

n) ∪ V (Kj∗

n )) \ {(i∗, j), (i, j), (i∗, j∗)}.

However, such a vertex from Y does not exist by our assumptions, that are:

• Y ∩ V (iKn) = {(i, j)},

• Y ∩ V (Kj∗

n ) = {(i∗, j∗)},

• Y ∩ V (i
∗
Kn) = {(i∗, j), (i∗, j∗)}, and

• Y ∩ V (Kj
n) = {(i∗, j), (i, j)}.

This is a final contradiction, that shows that a weak 3-resolving set of G contains at least 2n
vertices. This settles the case k = 3.

3.3 The case k = 2

Recall that in this subsection, our aim is to prove that

wdim2(Kn □Kn) =

⌈
4n

3

⌉
.

To this end, the following auxiliary graph will be useful. Let Y ⊆ V (G). Then we define
the graph GY as follows. GY is a bipartite graph with a bipartition V1 = {0, 1, . . . , n − 1},
V2 = {0′, 1′, . . . , (n− 1)′}, and the vertex i ∈ V1 is adjacent to the vertex j′ ∈ V2 if (i, j) ∈ Y .

If n ∈ {3, 4, 5}, then we have checked the assertion of the theorem by using a computer, but it
can also be checked by hand. Hence, assume in the following that n ≥ 6.
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We begin by constructing special weak 2-resolving sets Yn of G as follows. Let n = 3s + t,
s ≥ 2, t ∈ Z3, and distinguish the following cases.

• If t = 0, then Yn = {(3r, 3r), (3r, 3r + 1), (3r + 1, 3r + 2), (3r + 2, 3r + 2) : r ∈ Zs}.

• If t = 1, then Yn = Yn−1 ∪ {(n− 1, n− 2), (n− 1, n− 1)}.

• If t = 2, then Yn = Yn−2 ∪ {(n− 2, n− 2), (n− 2, n− 1), (n− 1, n− 1)}.

See Fig. 2 where the sets Y6, Y7, and Y8 are schematically shown in K6 □K6, K7 □K7, and
K8 □K8, respectively, and the edges are not drawn to make the construction clearer.

Figure 2: The sets Y6, Y7, and Y8 respectively in K6 □K6, K7 □K7, and K8 □K8

We claim that Yn is a weak 2-resolving set of G. To this end, consider first two vertices with
the same first coordinate, say (i, j) and (i, j′). Then each of the layers Kj

n and Kj′

n contains at
least one vertex of Yn which already implies that ∆Yn((i, j), (i, j

′)) ≥ 2. Analogously, we see that
∆Yn((i, j), (i

′, j)) ≥ 2 for any j and any i ̸= i′. Consider next vertices (i, j) and (i′, j′), where i ̸= i′

and j ̸= j′. Setting

Yn(i, i
′, j, j′) = Yn ∩ (V (Kj

n) ∪ V (Kj′

n ) ∪ V (iKn) ∪ V (i
′
Kn))

we infer that |Yn(i, i
′, j, j′)| ≥ 4. Since each vertex from

Yn(i, i
′, j, j′) \ {(i, j′), (i′, j)}

contributes to ∆Yn
((i, j), (i′, j′)), we infer that also now we have ∆Yn

((i, j), (i′, j′)) ≥ 2.
We have thus proved that Yn is a weak 2-resolving set of G. As |Yn| =

⌈
4n
3

⌉
, we conclude that

wdim2(Kn □Kn) ≤
⌈
4n
3

⌉
.

To complete the proof we need to demonstrate that wdim2(Kn □Kn) ≥
⌈
4n
3

⌉
. For this sake let

Y be an arbitrary weak 2-metric basis of G and consider the associated graph GY .
We first claim that GY has no isolated vertices. Suppose on the contrary that, without loss

of generality, the vertex 0 ∈ V1 is isolated in GY . Then Y ∩ V (K0
n) = ∅ and Y ∩ V (0Kn) = ∅.

Considering the vertices (0, 0) and (0, j), where j ∈ [n− 1], we deduce that |Y ∩ V (Kj
n)| ≥ 2. As

this holds for each such j, and since we have assumed that n ≥ 6, we get |Y | ≥ 2(n− 1) >
⌈
4n
3

⌉
, a

contradiction.
We next claim that no component of GY is isomorphic to K2 as soon as n ≥ 6. Suppose

on the contrary that this is the case and let, without loss of generality, the edge 00′ induces a
component of GY isomorphic to K2. This means that (0, 0) ∈ Y and that Y ∩V (K0

n) = {(0, 0)} and
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Y ∩V (0Kn) = {(0, 0)}. Consider now an arbitrary edge of GY different from 00′. By the symmetry
of G we may without loss of generality assume that this additional edge is 11′ (so that (1, 1) ∈ Y ).
Consider now the vertices (1, 0) and (0, 1). Then |Y ∩ (V (K0

n)∪ V (K1
n)∪ V (0Kn)∪ V (1Kn))| ≥ 4.

Because Y ∩ V (K0
n) = {(0, 0)} and Y ∩ V (0Kn) = {(0, 0)} it follows that the layers K1

n and
1Kn together contain at least two vertices from Y different from (1, 1). This in turn implies that
degGY

(1)+degGY
(1′) ≥ 4. Therefore, the component of GY containing the edge 11′ has cardinality

at least 4. Let q be the number of components of GY different from the unique K2 component, and
let ni, i ∈ q, be their cardinalities. As we have just proved, ni ≥ 4 holds for i ∈ [q]. Consequently,
q ≤

⌊
2n−2

4

⌋
=
⌊
n−1
2

⌋
. Since 2n = 2 +

∑q
i=1 ni, we can now estimate as follows:

|E(GY )| ≥ 1 +

q∑
i=1

(ni − 1) = 1 + (2n− 2)− q

≥ 2n− 1−
⌊
n− 1

2

⌋
.

Since for n ≥ 6 we have

|E(GY )| ≥ 2n− 1−
⌊
n− 1

2

⌋
>

⌈
4n

3

⌉
,

we can conclude that in this case Y is not a weak 2-metric basis.
Let now n ≥ 6. Then by the above, each component of GY is of cardinality at least 3. Denoting

the number of components of GY by q, and their respective cardinalities by ni, i ∈ [q], we have
2n =

∑q
i=1 ni and q ≤

⌊
2n
3

⌋
. From these two estimates we can deduce that

|E(GY )| ≥
q∑

i=1

(ni − 1) = 2n− q

≥ 2n−
⌊
2n

3

⌋
=

⌈
4n

3

⌉
.

Since |E(GY )| = |Y |, we can conclude that wdim2(G) ≥
⌈
4n
3

⌉
which completes the formula for

k = 2.

Once we have dealt with all the possible cases for k, the proof of Theorem 1.1 is completed.

4 ILP formulations for determining wdimk(G)

The problem of finding a weak k-metric basis in a graph G can be stated as an integer linear
programming problem with binary variables. The formulation of [9] associates every vertex set S
with a set of binary decision variables defined as follows:

su =

{
1; u ∈ S

0; otherwise.
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The formulation of [9] is:

Fs min
∑
u∈V

su (1a)

s.t.
∑

w∈V (G)

|dG (u,w)− dG (v, w)| sw ≥ k u, v ∈ V (G), u < v (1b)

su ∈ {0, 1},∀u ∈ V (G). (1c)

Here we have assumed that the vertices of G are linearly ordered by relation <. The number of
constraints of FS is O(m2 × n2), which can be quite high even for instances with moderate values
of n and m.
For G = Kn □Km, the coefficients |dG (u,w)− dG (v, w)| can be precomputed for every triplet
u, v, w ∈ V , with u < v. Let us use the notation auvw = |dG (u,w)− dG (v, w)|, and say that two
vertices are aligned if they agree in exactly one component, that is, if they belong to the same
layer. Then,

auvw =


2; if u and v are not aligned, and either w = u or w = v,

1; if u and v are aligned and either w = u or w = v,

1; if w /∈ {u, v}, and exactly one of the vertices u or v is aligned with w,

0; otherwise.

Note that the only coefficients with value 2 appear in the Constraints (1b) associated with pairs
of vertices u, v that are not aligned, for the indices w ∈ {u, v}, when auvu = auvv = 2. The other
non-zero coefficients appear when w is aligned with exactly one of the vertices u or v, and it is
possible (but not necessary) that u and v are aligned. For ease of presentation, for a given vertex
pair u, v, v > u, we will use the notation Iuv to denote the index set of the vertices w such that
auvw = 1, that is,

Iuv = {w ∈ V : w is aligned with exactly one of the vertices u or v} .

Then, the set of constraints (1b) can be rewritten as:

su + sv +
∑

w∈Iuv

sw ≥ k u, v ∈ V (G), u < v aligned, (2a)

2su + 2sv +
∑

w∈Iuv

sw ≥ k u, v ∈ V (G), u < v not aligned. (2b)

Observe that the set of constraints (2a) is O(m×n) whereas the set of constraints (2b) remains
O(m2 × n2).

Next we see that for values of k ≥ 4 the set of Constraints (2b) associated with non-aligned
pairs of vertices are not needed, as they are implied by those associated with aligned vertices. This
will allow us to ignore this set of constraints and work with a formulation having only O(m × n)
constraints. The formulation in which the set of constraints (1b) is substituted by (2a) will be
referred to as F−

S .
We first observe that for any pair of non-aligned vertices u, v ∈ V (G) there exist exactly two

vertices ũ, ṽ ∈ V that are aligned with both u and v.
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Proposition 4.1. If k ≥ 4, then the set of Constraints (2b) associated with non-aligned pairs are
implied by the set of Constraints (2a) associated with pairs of aligned vertices.

Proof. Let us assume that k ≥ 4 and let ŝ be a binary solution satisfying Constraints (2a). Con-
sider a given pair of non-aligned vertices u, v ∈ V (G), u < v, and let us see that the associated
Constraint (2b) is also satisfied by ŝ.

Let ũ, ṽ ∈ V (G) be the two vertices that are aligned with both u and v. Indeed,

Iuv = (Iuṽ \ {ũ, v}) ∪ (Iuũ \ {ṽ, v}) ,

and the subsets (Iuṽ \ {ũ, v}) and (Iuũ \ {ṽ, v}) are disjoint (see Fig. 3).

u

v

𝑢

𝑣

୳୴

u

v

𝑢

𝑣

୳௩

u

v

𝑢

𝑣

୳௨

Figure 3: Definition of sets Iuv, Iuṽ, and Iuũ

Hence, ∑
w∈Iuv

ŝw =
∑

w∈Iuṽ

ŝw +
∑

w∈Iuũ

ŝw − 2ŝv − ŝũ − ŝṽ.

Therefore

2ŝu + 2ŝv +
∑

w∈Iuv

ŝw = 2ŝu + 2ŝv +

( ∑
w∈Iuṽ

ŝw − ŝũ − ŝv

)
+

( ∑
w∈Iuũ

ŝw − ŝv − ŝṽ

)
= 2ŝu − ŝũ − ŝṽ +

∑
w∈Iuṽ

ŝw +
∑

w∈Iuũ

ŝw .

Since the constraints (2a) associated with the pair u, ṽ, and with the pair u, ũ are both satisfied
by ŝ, we have:

ŝu + ŝṽ +
∑

w∈Iuṽ

ŝw ≥ k ⇒ ŝu +
∑

w∈Iuṽ

ŝw ≥ k − 1

ŝu + ŝũ +
∑

w∈Iuũ

ŝw ≥ k ⇒ ŝu +
∑

w∈Iuũ

ŝw ≥ k − 1.
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Therefore

2ŝu + 2ŝv +
∑

w∈Iuv

ŝw = 2ŝu +
∑

w∈Iuṽ

ŝw +
∑

w∈Iuũ

ŝw − ŝũ − ŝṽ ≥ 2 (k − 1)− 2 ≥ k ⇔ k ≥ 4.

Preliminary computational testing showed that formulation Fs can be quite time consuming.
For fixed values of n and m, it was especially time consuming for small values of k ∈ {2, 3}. As
could be expected, for instances with the same values of n, m, and k ≥ 4, formulation F−

s out-
performed Fs. Still, despite the reduction in the number of constraints, formulation F−

S for k ≥ 4
can also be quite time consuming. Both formulations usually produce optimal or near-optimal
solutions in very small computing times, although proving the optimality of such solutions may
take quite high computing times. This is particularly true for instances with odd values of the
parameter k. For example, for K5 □Km with 2 ≤ k ≤ 10, all instances with k even can be solved
to proven optimality within a time limit of 600 seconds, whereas with k odd no instance can be
solved to proven optimality, even if the time limit is increased to 7,200 seconds. For this reason
we next develop an alternative formulation, which computationally performs notably better, even
if it requires more decision variables than formulations FS and F−

S .

In addition to the original decision variables su, u ∈ V (G) we use additional decision variables
to denote the number of elements of S in each horizontal and vertical layer, namely:

• hj = Number of elements of S in the horizontal layer Kj
n, j ∈ V (Km).

• gi = Number of elements of S in the vertical layer iKm, i ∈ V (Kn).

Indeed, we have

hj =
∑

u∈V (Kj
n)

su j ∈ V (Km)

gi =
∑

u∈V (iKm)

su i ∈ V (Kn).

In the following, for a given pair of vertices u, v ∈ V (G), we make explicit their coordinates
with the notation u = (iu, ju), v = (iv, jv). Moreover, when u and v are not aligned we will also
use the notation ũ = (iu, jv) and ṽ = (iv, ju).

Proposition 4.2. The set of constraints (2a)-(2b) can be expressed in terms of the variables h
and g as:

giu + giv ≥ k u, v ∈ V (G), u < v aligned horizontally (4a)

hju + hjv ≥ k u, v ∈ V (G), u < v aligned vertically (4b)

hju + hjv + giu + giv − 2sũ − 2sṽ ≥ k u, v ∈ V (G), u < v not aligned. (4c)

Proof. Let u, v ∈ V (G), u < v, with u = (iu, ju), v = (iv, jv), and consider the following cases:

Case 1: u, v are aligned.
For constraints (2a) we distinguish the following subcases:
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• u, v ∈ V (iKm) for some i ∈ V (Kn). Then, auvw = 0 for all w ∈ V (iKm) \ {u, v}, i.e.,
V (iKm) ∩ Iuv = ∅, so V (Kju

n ) ∪ V (Kjv
n ) = {u, v} ∪ Iuv.

Since V (Kju
n )∩V (Kjv

n ) = ∅, we have that su+ sv +
∑

w∈Iuv
sw = hju +hjv so the constraint

(2a) associated with the pair u, v can be rewritten as:

hju + hjv ≥ k.

• u, v ∈ V (Kj
n) for some j ∈ V (Km). Now, auvw = 0 for all w ∈ V (Kj

n) \ {u, v}, i.e.,
V (Kj

n) ∩ Iuv = ∅, so V (iuKm) ∪ V (ivKm) = {u, v} ∪ Iuv.
Again, V (iuKm) ∩ V (ivKm) = ∅ and we have that su + sv +

∑
w∈Iuv

sw = giu + giv so the
constraint (2a) associated with the pair u, v can be rewritten as:

giu + giv ≥ k.

Case 2: u, v are not aligned.
In this case, a similar analysis can be applied to the constraints (2b), which are needed for k < 4.
Now, with two exceptions, the vertices of Iuv are those of the vertical layers iuKm and ivKm and
the horizontal layers Kju

n and Kjv
n . The exceptions are the vertices ũ = (iu, jv) and ṽ = (iv, ju),

which appear in V (Kjv
n ) ∩ V (iuKm) and V (Kju

n ) ∩ V (ivKm), respectively. These two vertices are
at distance 1 from both u and v so they should not appear in the constraint. Moreover, the two
vertices that appear with coefficient 2 in the constraint (2b) are precisely vertex u = (iu, ju) ∈
V (Kju

n )∩ V (iuKm) and the vertex v = (iv, jv) ∈ V (Kjv
n )∩ V (ivKm). Therefore, hju + hjv + giu +

giv − 2sũ − 2sṽ = 2su + 2sv +
∑

w∈Iuv
sw, so the constraint (2b) associated with the pair u, v can

be rewritten as:
hju + hjv + giu + giv − 2sũ − 2sṽ ≥ k,

which completes our proof.

Furthermore, we observe that the sets of constraints (4a) and (4b) can be reduced notably. In
particular, let u, v ∈ V (G) and u′, v′ ∈ V (G) be two pairs of horizontally aligned vertices in the
same two vertical layers, i.e. (i) ju = jv and ju′ = jv′ ; (ii) u, u′ ∈ V (iKm) for some i ∈ V (Kn)
and v, v′ ∈ V (i

′
Km) for some i′ ∈ V (Kn) with i ̸= i′. Then, the constraints (4a) associated with

the pair u, v and with the pair u′, v′ are exactly the same. This means that the set of constraints
(4a) reduces to only single constraint for every pair of vertical layers i, i′ ∈ V (Kn), i ̸= i′.

Similarly, the set of constraints (4b) reduces to only single constraint for every pair of horizontal
layers j, j′ ∈ V (Km), j ̸= j′.

This observation can be summarized in the result below:

Corollary 4.3. The following integer linear programming formulation produces a weak k-metric
basis in a graph G:
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Fgh min
∑

u∈V (G)

su (5a)

s.t. hj =
∑

u∈V (Kj
n)

su j ∈ V (Km) (5b)

gi =
∑

u∈V (iKm)

su i ∈ V (Kn) (5c)

hj + hj′ ≥ k j, j′ ∈ V (Km), j < j′ (5d)

gi + gi′ ≥ k i, i′ ∈ V (Kn), i < i′ (5e)

hju + hjv + giu + giv − 2sũ − 2sṽ ≥ k u, v ∈ V (G), u < v not aligned (5f)

su ∈ {0, 1},∀u ∈ V (G) (5g)

hj , gi integer, ∀j ∈ V (Km), i ∈ V (Kn). (5h)

Formulation Fgh has m constraints (5b) and n constraints (5c). The number of constraints of
each of the sets (5d) and (5e) is O(m2) and O(n2), respectively. Finally, it has O(n2m2) con-
straints (5f), which, as in formulation Fs, are only needed when k ≤ 3.

Note that for k ≥ 4 Fgh admits the following (simple) interpretation: every pair of vertical
layers must contain at least k elements of S and every pair of horizontal layers must contain at
least k elements of S.

5 Computational Experiments

In order to analyze the empirical performance of formulation Fgh, we have carried out a series of
computational experiments. The objective of these experiments is essentially to analyze the struc-
ture of the solutions it produces, so as to serve as an empirical support for the Hamming graphs
for which theoretical results are not yet known. We also analyze the effectiveness and scalability
of the formulation.

All the computational tests have been carried out in an AMD Ryzen 7 PRO 2700U 2.20 GHz
with 8 GB RAM, under Windows 10 Pro as operating system. Formulation Fgh has been coded
in Mosel 5.4.1 using as solver Xpress Optimizer [14]. For the experiments we have considered the
following sets of benchmark instances for the two-dimensional Hamming graphs Kn □Km:

CE5: K5 □Km for 2 ≤ k ≤ 11 and 5 ≤ m ≤ 20.

CE6: K6 □Km for 2 ≤ k ≤ 11 and 5 ≤ m ≤ 20.

CE7: K7 □Km for 2 ≤ k ≤ 11 and 5 ≤ m ≤ 20.

CE8: K8 □Km for 2 ≤ k ≤ 16 and 8 ≤ m ≤ 20.

A computing time limit of 600 seconds has been set for each solved instance. The results of
formulation Fgh for the different groups of instances are reported in Tables 1-4 for the sets CE5-
CE8, respectively. In all tables, the first row indicates the number of horizontal layers (value of the
parameter m), and the first column shows the value of the parameter k. All other entries indicate
the value of wdimk(Kn □Km) for the instance with the corresponding parameters.
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The tables do not include the computing times as all instances could be optimally solved in
very small computing times. In particular, for values of k ≥ 4 all instances are solved within less
than five seconds. The most time-consuming ones are those with k ∈ {2, 3}, where the size of the
formulation increases due to the constraints (5f) for non-aligned vertices. Still, all tested instances
could be solved in less than 60 seconds.

As can be seen, with the exception of the instances with k ∈ {2, 3}, the optimal values of the
tested instances follow a very specific pattern, which depends on the parameter values. In all the
cases, the obtained results support the validity of Conjecture 6.1.

k\m 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2 7 8 8 9 10 10 11 12 13 14 15 16 17 18 19 20

3 10 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39

4 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

5 14 17 20 23 26 29 32 35 38 41 44 47 50 53 56 59

6 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60

7 19 23 27 31 35 39 43 47 51 55 59 63 67 71 75 79

8 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80

9 24 29 34 39 44 49 54 59 64 69 74 79 84 89 94 99

10 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

Table 1: Values of wdimk(K5 □Km) for 2 ≤ k ≤ 11 and 5 ≤ m ≤ 20 as computed by Fgh.

6 Concluding remarks

• Based on the computational results from Section 4, the conclusion of Corollary 4.3, and the
formulas from Theorem 1.1, we pose the following conjecture, whose proof might be done by
a tedious and lengthy considerations similar to those ones used in the proof of Theorem 1.1.

Conjecture 6.1. If n ≥ 3, m ≥ n+ 1 and 3 ≤ k ≤ 2n, then

wdimk(Kn □Km) =

m
⌈
k
2

⌉
; if k is even ,

m
⌈
k
2

⌉
− 1; if k is odd .

Moreover, we strongly believe that the formula from the conjecture above is also valid when
k = 2 and m ≥ 2n. Notice that when n = 5, the formula does not hold for m ∈ {6, . . . , 9},
and for n = 6, the formula does not hold for m ∈ {7, . . . , 11}.

• We have computed in this work the weak k-metric dimension of the two-dimensional Ham-
ming graph Kn □Kn for any n ≥ 3 and 2 ≤ k ≤ 2n. A natural continuation of this work will
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k\m 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2 8 9 10 10 10 11 12 13 14 15 16 17 18 19 20

3 12 13 15 17 19 21 23 25 27 29 31 33 35 37 39

4 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

5 17 20 23 26 29 32 35 38 41 44 47 50 53 56 59

6 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60

7 23 27 31 35 39 43 47 51 55 59 63 67 71 75 79

8 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80

9 29 34 39 44 49 54 59 64 69 74 79 84 89 94 99

10 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

11 35 41 47 53 59 65 71 77 83 89 95 101 107 113 119

12 36 42 48 54 60 66 72 78 84 90 96 102 108 114 120

Table 2: Values of wdimk(K6 □Km) for 2 ≤ k ≤ 12 and 6 ≤ m ≤ 20 as computed by Fgh.

k\m 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2 10 10 11 12 12 12 13 14 15 16 17 18 19 20

3 14 15 17 19 21 23 25 27 29 31 33 35 37 39

4 14 16 18 20 22 24 26 28 30 32 34 36 38 40

5 20 23 26 29 32 35 38 41 44 47 50 53 56 59

6 21 24 27 30 33 36 39 42 45 48 51 54 57 60

7 27 31 35 39 43 47 51 55 59 63 67 71 75 79

8 28 32 36 40 44 48 52 56 60 64 68 72 76 80

9 34 39 44 49 54 59 64 69 74 79 84 89 94 99

10 35 40 45 50 55 60 65 70 75 80 85 90 95 100

11 41 47 53 59 65 71 77 83 89 95 101 107 113 119

12 42 48 54 60 66 72 78 84 90 96 102 108 114 120

13 48 55 62 69 76 83 90 97 104 111 118 125 132 139

14 49 56 63 70 77 84 91 98 105 112 119 126 133 140

Table 3: Values of wdimk(K7 □Km) for 2 ≤ k ≤ 14 and 7 ≤ m ≤ 20 as computed by Fgh.
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k\m 8 9 10 11 12 13 14 15 16 17 18 19 20

2 11 12 12 13 14 14 14 16 16 17 18 19 20

3 16 17 19 21 23 25 27 29 31 33 35 37 39

4 16 18 20 22 24 26 28 30 32 34 36 38 40

5 23 26 29 32 35 38 41 44 47 50 53 56 59

6 24 27 30 33 36 39 42 45 48 51 54 57 60

7 31 35 39 43 47 51 55 59 63 67 71 75 79

8 32 36 40 44 48 52 56 60 64 68 72 76 80

9 39 44 49 54 59 64 69 74 79 84 89 94 99

10 40 45 50 55 60 65 70 75 80 85 90 95 100

11 47 53 59 65 71 77 83 89 95 101 107 113 119

12 48 54 60 66 72 78 84 90 96 102 108 114 120

13 55 62 69 76 83 90 97 104 111 118 125 132 139

14 56 63 70 77 84 91 98 105 112 119 126 133 140

15 63 71 79 87 95 103 111 119 127 135 143 151 159

16 64 72 80 88 96 104 112 120 128 136 144 152 160

Table 4: Values of wdimk(K8 □Km) for 2 ≤ k ≤ 16 and 8 ≤ m ≤ 20 as computed by Fgh.

be that of considering the weak k-metric dimension of the d-dimensional Hamming graph
Kd

n, n ≥ 2, for the suitable values of k given in Proposition 2.1. In particular, it would be
desirable to compute the value of such a parameter for the hypercube graph Qd for any large
enough integer d and 1 ≤ k ≤ 2d.
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