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If X is a subset of vertices of a graph G , then vertices u and v are X-visible if there 
exists a shortest u, v-path P such that V (P ) ∩ X ⊆ {u, v}. If each two vertices from X
are X-visible, then X is a mutual-visibility set. The mutual-visibility number of G is the 
cardinality of a largest mutual-visibility set of G and has been already investigated. In 
this paper a variety of mutual-visibility problems is introduced based on which natural 
pairs of vertices are required to be X-visible. This yields the total, the dual, and the outer 
mutual-visibility numbers. We first show that these graph invariants are related to each 
other and to the classical mutual-visibility number, and then we prove that the three 
newly introduced mutual-visibility problems are computationally difficult. According to 
this result, we compute or bound their values for several graphs classes that include for 
instance grid graphs and tori. We conclude the study by presenting some inter-comparison 
between the values of such parameters, which is based on the computations we made for 
some specific families.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the 
CC BY-NC-ND license (http://creativecommons .org /licenses /by-nc -nd /4 .0/).

1. Introduction

Vertex visibility in graphs with respect to a set of vertices has been recently introduced and studied in the sense of the 
existence of a shortest path between two vertices not containing a third vertex from such set. The visibility property is then 
understood as a kind of non existence of “obstacles” between the two vertices in the mentioned shortest path, which makes 
them “visible” to each other.

Visibility problems in networks have recently attracted the attention of several investigations dealing, in one hand, with 
theoretical problems arising in the area of graph theory and combinatorics, and in a second hand, with practical problems 
appearing in the area of computer science. Concerning this latter research line, several contributions focused on applications 
of visibility problems in some robot navigation models were presented for instance in the works [1–3,6,12]. On the other 
hand, in connection with the theoretical studies, the article [7] was an introductory contribution that was further continued 
in [4,5,13].

✩ This article belongs to Section A: Algorithms, automata, complexity and games, Edited by Paul Spirakis.
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In the four last mentioned works, among other results, several contributions were presented aimed to find or bound the 
largest cardinality of a set of vertices in a graph satisfying that their vertices are pairwise “visible”, under the assumption of 
visibility previously commented. The contributions presented in these three works showed several interesting connections 
like that one existing between such visibility problem and one instance of the very well known Zarankiewicz problem (see 
[4, Corollary 3.7]). The mutual-visibility is also related to the general position problem in graphs; [8–11,14–16] is a selection 
of related recent papers, see also references therein.

Results from previous papers on visibility problems in graphs required the use of several powerful tools which introduced 
modifications on the visibility properties to be taken into account. For instance, the article [4] considered vertex visibility in 
which the vertices in question were also satisfying an independency (the non existence of edges) property between them. 
This turned out to be very useful whilst considering the visibility problem in Cartesian product graphs. In a similar sense, 
in [5], the study of visibility sets in the strong product of graphs led to a modification in the visibility property that was 
requiring such property to be satisfied not only between the vertices of the set but between every two vertices of the graph.

Research to date showed, among other things, the richness of the topic while considering different styles of visibility 
situations. Consequently, it seems natural to consider studying the variety of the possible visibility situations that can 
appear in the investigation. The main purpose of this article is to introduce and motivate the variety. For a given graph 
G , the variety consists of the mutual-visibility number μ(G), the total mutual-visibility number μt(G), the outer mutual-
visibility number μo(G), and the dual mutual-visibility number μd(G).

In the next section, we first list definitions needed, then formally introduce the variety, and finally provide some basic 
properties. Section 3 is dedicated to computational issues, and in particular to prove that computing each of the three 
new parameters of the variety is an NP-hard problem. In Section 4 we determine the value of these invariants for grid-
like graphs, that is, Cartesian products of paths or of cycles. In Section 5 the invariants are compared and as byproducts 
additional exact values determined. We end our exposition with a concluding section, in which we present some possible 
future research lines that might be of interest for the research community.

2. Preliminaries and the variety

We consider undirected graphs and unless otherwise stated, all graphs in the paper are connected. Given a graph G , 
V (G) and E(G) are used to denote its vertex set and its edge set, respectively. The order of G , that is |V (G)|, is denoted 
by n(G). By m(G) we denote the number of edges of G , that is |E(G)|. If X ⊆ V (G), then G[X] denotes the subgraph of G
induced by X . The minimum degree of G is denoted by δ(G).

The complement of a graph G is the graph G on the same vertices such that two distinct vertices of G are adjacent if and 
only if they are not adjacent in G . The distance function dG on a graph G is the usual shortest-path distance. The diameter
diam(G) of G is the maximum distance between pairs of vertices of the graph. A subgraph G ′ of a graph G is convex, if for 
every two vertices of G ′ , every shortest path in G between them lies completely in G ′ . A universal vertex is a vertex that is 
adjacent to all other vertices of the graph.

The complete graph (or clique) Kn , n ≥ 1, is the graph with n vertices where each pair of distinct vertices are adjacent. 
For a natural number n, we set [n] = {1, . . . , n}. The path graph Pn , n ≥ 2, is the graph with V (Pn) = [n] such that i is 
adjacent to j if and only if |i − j| = 1. The grid graph Pn � Pm is the Cartesian product of the paths Pn and Pm , that is, 
V (Pn � Pm) = {(i, j) : i ∈ [n], j ∈ [m]} and (i, j)(k, �) ∈ E(Pn � Pm) whenever |i − k| + | j − �| = 1. The cycle graph Cn , n ≥ 3, 
is the graph with V (Cn) = [n] such that i is adjacent to j if and only if |i − j| = 1 or |i − j| = n − 1. The torus graph Cn � Cm

is the Cartesian product of the cycles Cn and Cm , that is, V (Cn � Cm) = {(i, j) : i ∈ [n], j ∈ [m]} and (i, j)(k, �) ∈ E(Cn � Cm)

whenever one of the following conditions holds: (a) |i −k| +| j − �| = 1, or (b) i = k and | j − �| = n − 1, or (c) |i −k| = n − 1
and j = �. A layer in Pn � Pm or Cn � Cm is a subgraph induced by the vertices in which one of the coordinates is fixed. 
Note that each layer is isomorphic either to Pn or Pm in Pn � Pm , and to Cn or Cm in Cn � Cm . For i ∈ [n] and for j ∈ [m], 
the corresponding layers will be denoted by P (i)

m and P ( j)
n in the grid graph, and by C (i)

m and C ( j)
n in the torus graph.

2.1. The variety

The concept of mutual-visibility in graphs was introduced to the literature in [7]. While investigating it in the strong 
product of graphs, the concept of total mutual-visibility has proved to be a natural and necessary tool for its exploration [5]. 
This has encouraged us to introduce a natural variety of the mutual-visibility in graphs as follows.

Let G = (V (G), E(G)) be a graph and X ⊆ V (G). Vertices u, v ∈ V (G) are X-visible if there exists a shortest u, v-path 
(also called geodesic) P such that V (P ) ∩ X ⊆ {u, v}. Note that each pair of adjacent vertices is X-visible. Set X = V (G) \ X . 
Then we say that X is a

• mutual-visibility set, if every u, v ∈ X are X-visible,
• total mutual-visibility set, if every u, v ∈ V (G) are X-visible,
• outer mutual-visibility set, if every u, v ∈ X are X-visible, and every u ∈ X , v ∈ X are X-visible,
• dual mutual-visibility set, if every u, v ∈ X are X-visible, and every u, v ∈ X are X-visible.
2
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The cardinality of a largest mutual-visibility set, a largest total mutual-visibility set, a largest outer mutual-visibility set, 
and a largest dual mutual-visibility set will be respectively denoted by μ(G), μt(G), μo(G), and μd(G). Also, these graph 
invariants will be respectively called the mutual-visibility number, the total mutual-visibility number, the outer mutual-visibility 
number, and the dual mutual-visibility number of G . Moreover, for any invariant τ (G) from the above ones, by a τ -set we 
mean any set of vertices of cardinality τ (G). In addition, for any two invariants τ1(G) and τ2(G), by (τ1, τ2)-graph we mean 
any graph G with τ1(G) = τ2(G).

2.2. Basic properties

If G is a graph, then by definition,

μ(G) ≥ μo(G) ≥ μt(G) and (1)

μ(G) ≥ μd(G) ≥ μt(G) . (2)

In what follows, we first recall some known results about μ(G), and then use these results to begin giving the reader a 
first glimpse of the differences among the proposed mutual-visibility variants.

It is easy to observe that μ(G) ≥ 1 and μo(G) ≥ 1 for each graph G (indeed, any vertex u ∈ V (G) forms both a mutual-
visibility and an outer mutual-visibility set of G). Concerning small values of μ, from [7, Lemma 4.1] we know that:

• μ(G) = 1 if and only if G ∼= K1;
• μ(G) = 2 if and only if G ∼= Pn , n ≥ 2;

Moreover, a partial characterization for μ(G) = 3 is provided in [4]. The following property concerns (μ, μt)-graphs:

Property 2.1. [5, Proposition 3.3] Block graphs (and hence trees and complete graphs) and graphs containing a universal vertex are 
all (μ, μt)-graphs.

For trees, in [7] it is shown that μ(T ) equals the number L(T ) of leaves of T . Hence, as T is a (μ, μt)-graph, by (1)
and (2) we get τ (T ) = L(T ), where τ is any of the four mutual-visibility variants. When T reduces to a path Pn , we get 
τ (Pn) = 2. In particular, if V (Pn) = [n], then

• each pair of distinct vertices of Pn forms a μ-set of Pn ,
• {1, n} is the only μo-set of Pn ,
• {1, 2}, {1, n}, and {n − 1, n} are the only μd-sets of Pn ,
• {1, n} is the only μt-set of Pn .

The latter suggests the following general property: if G is a graph with n(G) ≥ 2, and u and v form a diametral pair - i.e., 
dG (u, v) = diam(G), then it can be easily verified that {u, v} is an outer mutual-visibility set of G (and hence μo(G) ≥ 2). 
As a consequence we get the following:

• μo(G) = 1 if and only if G ∼= K1.

We have already observed that μ(G) ≥ 1 and that μo(G) ≥ 1 for each graph G . Interestingly, it is known that there exist 
graphs G such that μt(G) = 0. A characterization of the graphs satisfying this is known as follows.

Theorem 2.2. [13] Let G be a graph with n(G) ≥ 2. Then μt(G) = 0 if and only if each vertex of G is the middle vertex of a convex P3
in G.

In the same lines of the situation that happens with the total mutual-visibility number, there are also graphs G for which 
μd(G) = 0. A simple example of this is for instance the cycle C7. We next give some partial results concerning characterizing 
the graphs achieving this property.

Proposition 2.3. Let G be a graph. If every two adjacent vertices of G are the center of a convex P4, then μd(G) = 0.

Proof. Let G be a graph in which every two adjacent vertices are the center of a convex P4. We first observe that δ(G) ≥ 2
for otherwise the edge between a leaf and its unique adjacent vertex is not the center of a convex P4. Suppose now on the 
contrary that μd(G) ≥ 1 and let u ∈ V (G) be a vertex that lies in some dual mutual-visibility set S . Let u′ be a neighbor of 
u. As the edge uu′ is the center of a convex P4, there exist vertices w and w ′ such that w, u, u′, w ′ is a convex P4. Then 
at least one of w and u′ must lie in S for otherwise these two vertices are not S-visible. Suppose that w ∈ S . Consider a 
convex P4 such that the edge wu is its center, say x, w, u, y (where it is possible that y = u′). If x ∈ S , then x and u are 
3
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not S-visible, and if x /∈ S , then x and y are not S-visible. This contradiction implies that w /∈ S . Then u′ ∈ S , for otherwise 
w and u′ are not S-visible. This implies that w ′ /∈ S , for otherwise u and w ′ are not S-visible, but then w and w ′ are not 
S-visible, a final contradiction. �

Proposition 2.3 can be used to get a characterization of the graphs G with girth at least 7 for which μd(G) = 0.

Proposition 2.4. Let G be a graph with girth at least 7. Then μd(G) = 0 if and only if δ(G) ≥ 2.

Proof. First, if μd(G) = 0, then we readily observe that G has minimum degree at least two. On the other direction, if G
has minimum degree at least 2, then clearly every two adjacent vertices of G are the center of a convex P4, since G has 
girth at least 7. Thus, by Proposition 2.3 we obtain that μd(G) = 0. �

Notice that there are graphs G not satisfying the statement of Proposition 2.3 such that μd(G) = 0. Examples of this are 
for instance the tori C5 � C5, C5 � C6 and C6 � C6. The proofs of these facts shall be given in Proposition 4.6.

The following statement refers to some useful properties of mutual-visibility parameters (one of them already proved 
in [13]).

Proposition 2.5. If X is a mutual-visibility set (outer mutual-visibility set, total mutual-visibility set, respectively) of a graph G and 
Y ⊆ X, then Y is also a mutual-visibility set (outer mutual-visibility set, total mutual-visibility set, respectively) of G.

Proof. Let X ⊆ V (G), u ∈ X , and X ′ = X \ {u}. Consider the following incremental hypothesis:

1. Assume that v and w are X-visible for each v, w ∈ X . Then, trivially, v and w are X ′-visible for each v, w ∈ X ′ .
2. Additionally to the hypothesis in the previous item, assume also that v and w are X-visible for each v ∈ X and for each 

w ∈ X . Hence, v and w are X ′-visible for each v ∈ X ′ and for each w ∈ X ′ (if w = u, the property holds since X is a 
mutual-visibility set).

3. Additionally to the hypothesis in the previous two items, assume also that v and w are X-visible for each v, w ∈ X . 
Hence, v and w are X ′-visible for each v, w ∈ X ′ (if v = u or w = u, the property holds since X is an outer mutual-
visibility set).

From Item 1, we get the conclusion for the mutual-visibility. From Items 1 and 2, the conclusion is deduced for the outer-
visibility. From all the three items above, the total-visibility property is also obtained. �

Notice that the property of the previous statement does not hold for the dual mutual-visibility. In fact, let u, v be an 
edge in the cycle C6: it can be observed that X = {u, v} is a μd-set of C6, whereas X ′ = {u} is not a dual mutual-visibility 
set of the same graph (the two adjacent vertices of u are not X ′-visible).

We end this section by listing the exact values for τ (Cn) when τ is any of the four mutual-visibility variants. As for 
paths, also this special kind of graphs allows us to emphasize the different behavior of the mutual-visibility variants.

Concerning the original mutual-visibility, from [7] we recall that

μ(Cn) = 3, n ≥ 3 . (3)

For the total mutual-visibility we have (cf. [13]):

μt(Cn) =
⎧⎨
⎩

3; n = 3,

2; n = 4,

0; n ≥ 5.

(4)

Consider next the dual mutual-visibility number of cycles. If n ≥ 7, then Proposition 2.4 gives μd(Cn) = 0. We can easily 
process short cycles so that we have:

μd(Cn) =
⎧⎨
⎩

3; n ∈ {3,4},
2; n ∈ {5,6},
0; n ≥ 7.

(5)

Finally, for the outer mutual-visibility number we have:

μo(Cn) =
{

3; n = 3,

2; n ≥ 4.
(6)

The results (4)-(6) will be used in Section 4 for determining the values of the corresponding invariants for grids and tori, 
and in Section 5 for comparing the four invariants.
4
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x

ve1 ve2 ve3 ve4

P5:

Kt

Kt Kt Kt Kt

Km

Fig. 1. Construction of the graph G ′ from G = P5.

3. Complexity of the problems

In this section we address computational issues concerning the three mutual visibility parameters considered in our 
investigation.

We start remarking that testing whether X is a τ -set, with τ ∈ {μo, μd, μt}, can be performed in polynomial time. In [7], 
it is shown that checking whether X ⊆ V (G) is a μ-set of a connected graph G can be computed in O (|X |m(G)) time. This 
test is performed as follows: given a vertex u ∈ X , the distance in G between u and any other vertex can be computed by 
performing a standard BFS in G that starts from v; moreover, by using an adapted BFS it is also possible to compute these 
distances with the constraint that the shortest paths cannot use any element of X as internal vertex. By comparing the 
distances computed by the two BFS it is possible to verify whether u and any other vertex v ∈ X are X-visible. It can be 
easily observed that the same approach can be used for testing whether X is a τ -set, with τ ∈ {μo, μd, μt}. For instance, 
testing a μo-set requires two BFS for each vertex u ∈ X (but now the output of the two BFS also concerns the distances 
between u and any other vertex in V (G)) - this leads to the same complexity of O (|X |m(G)). Instead, for testing a μo-
set, two BFS for each vertex u ∈ X and two BFS for each vertex u ∈ X are required, thus leading to a total complexity of 
O (n(G)m(G)). Of course, the latter complexity also holds for testing a μt-set.

In the remainder of the section we show that the decision problems regarding computing the values of the three mutual 
visibility parameters are computationally difficult. In addition, we remark that the provided reduction can be used to prove 
the complexity of the standard mutual-visibility problem, which was already proved in [7]. For such purposes, we define 
the τ (G)-mutual-visibility problem, written in general for any parameter τ (G) with τ (G) ∈ {μ(G), μd(G), μo(G), μt(G)}:

- Instance: A graph G , a positive integer k ≤ n(G), and a given parameter τ (G) ∈ {μ(G), μd(G), μo(G), μt(G)}.
- Question: Is it satisfied that τ (G) ≥ k?

Theorem 3.1. For any parameter τ (G) ∈ {μ(G), μd(G), μo(G), μt(G)}, the τ (G)-mutual-visibility problem is NP-complete.

Proof. For any τ (G) ∈ {μ(G), μd(G), μo(G), μt(G)}, the τ (G)-mutual-visibility problem is in NP, since we have already 
observed how it is possible to verify in polynomial time that a given set of cardinality at least k is indeed a set a (dual, 
outer or total) mutual visibility set.

To prove the NP-completeness, we shall make a reduction from the independent set problem, which is a classical prob-
lem in graph theory known to be NP-complete. We recall that the independence number α(G) of a graph G is the cardinality 
of a largest edgeless set of vertices of G . We consider an arbitrary graph G , and will construct a graph G ′ as follows. We 
begin with the graph G of order n with vertex set V (G) = [n]. Next for each edge e = i j of G , we add an isolated vertex 
ve = vij and the edges ive and jve . Moreover, we add all possible edges between all the vertices ve with e ∈ E(G) (namely 
those vertices form a clique Km). We next add a clique Kt+1, with t ≥ 3, and select one of its vertices, denoted by x, and 
join all the vertices of G by an edge to the vertex x. Let us say that V (Kt+1) = {x, x1, . . . , xt}. Finally, for each of the vertices 
ve with e ∈ E(G), we add a clique Kt (t ≥ 3) with vertex set V (Kt) = {e y1 , . . . , e yt } and join all the vertices of such Kt with 
the corresponding ve . An example of the graph G ′ , for G = P5, is given in Fig. 1.

Let I be an independent set of G of cardinality α(G) and let S = I ∪ {xi : i ∈ [t]} ∪ {e yi : i ∈ [t], e ∈ E(G)}. Hence, clearly 
|S| = (m + 1)t + α(G). We claim that S is total mutual-visibility set of G ′ . We consider some situations for any pair of 
5
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vertices u, v ∈ V (G ′). First note that, if u, v are adjacent, then they are S-visible. This includes several possible cases (for 
instances pairs (ve, v f ), (e yi , e y j ), (xi, x j), or (x, x j) and some other ones). In this regard, from now on we assume that u
and v are not adjacent.

1. If u = e yi and v = e′
y j

for i, j ∈ [t], e, e′ ∈ E(G), then u, v are S-visible since the geodesic u = e yi , ve, ve′ , e′
y j

= v does 
not contain vertices of S (other than u, v).

2. If u = e yi and v = ve′ for i, j ∈ [t], e, e′ ∈ E(G), then the geodesic u = e yi , ve, ve′ = v does not contain vertices of S
(other than u, v), and so, u, v are S-visible.

3. If u = e yi and v ∈ V (G) for i ∈ [t] and e ∈ E(G), then u, v are S-visible either by the geodesic u = e yi , ve v (when v ∈ e) 
or by a geodesic u = e yi , ve, ve′ , v (when v /∈ e and v ∈ e′).

4. If u = e yi and v = x for i ∈ [t] and e ∈ E(G), then they are S-visible through a geodesic u = e yi , ve, �, x = v where � ∈ e. 
Notice that such � always exists because I is independent and for each edge i j ∈ E(G) at least one of i or j is not in I .

5. If u = e yi and v = x j for i, j ∈ [t] and e ∈ E(G), then they are S-visible through a geodesic u = e yi , ve, �, x, x j = v where 
� ∈ e.

6. If u = ve and v ∈ V (G) for e ∈ E(G), then they are S-visible through a geodesic u = ve, ve′ , � = v where � ∈ e′ .
7. If u = ve and v = x for e ∈ E(G), then they are S-visible through a geodesic u = ve, �, x = v where � ∈ e. Again, this �

always exists because I is independent and for each edge i j ∈ E(G) at least one of i or j is not in I .
8. If u = ve and v = x j for j ∈ [t] and e ∈ E(G), then they are S-visible through a geodesic u = ve, �, x, x j = v where � ∈ e.
9. If u, v ∈ V (G), then they are S-visible through the geodesic u, x, v , since they are at distance 2 (notice that the situation 

when u, v are adjacent is already mentioned).
10. If u ∈ V (G) and v = x j for j ∈ [t], then they are S-visible through the geodesic u, x, x j = v .

These cases cover all possible pairs of vertices of G ′ , which shows that any two vertices of G ′ are S-visible, and so S is 
a total mutual-visibility set of G ′ . Therefore, by using (1) and (2), we have that

μ(G ′) ≥ μd(G ′) ≥ μt(G ′) ≥ |S| = (m + 1)t + α(G) (7)

and

μ(G ′) ≥ μo(G ′) ≥ μt(G ′) ≥ |S| = (m + 1)t + α(G). (8)

On the other hand, we consider now the parameter μ(G ′) and let S be a μ-set of G ′ . We first observe that vertices from 
all the copies of the complete graphs Kt or from the graph Kt+1 minus the vertex x, used to construct G ′ are in S because 
these vertices do not lie on a shortest path between other vertices of G ′ . Furthermore, none of the vertices x and ve , with 
e ∈ E(G), are in S . Indeed, if for instance x ∈ S , then the vertices xi ∈ V (Kt+1) \ {x}, i ∈ [t] are not visible with any vertex 
outside V (Kt+1) \ {x}. The same argument applies for vertices ve , with e ∈ E(G).

Now suppose there exists a mutual-visibility set S ′ of cardinality at least (m + 1)t + α(G) + 1. Since the vertices e yi , x j , 
for i, j ∈ [t] and e ∈ E(G) are in S ′ and the vertices x, ve′ for e′ ∈ E(G) are not in S ′ , it must happen |S ′′| = |S ′ ∩ V (G)| ≥
α(G) + 1 (S ′′ is not independent). However, this means that there exist vertices i, j ∈ S ′′ , such that e = i j ∈ E(G). Hence, 
every vertex e y�

with � ∈ [t] is not S-visible with every vertex xq with q ∈ [t], since the only two shortest paths between 
them contain either i or j (the end vertices of e). This is a contradiction with S ′ being a mutual-visibility set. Therefore, 
μ(G ′) ≤ (m + 1)t + α(G). Again by using (1) and (2) we have that

(m + 1)t + α(G) ≥ μ(G ′) ≥ μd(G ′) ≥ μt(G ′) (9)

and

(m + 1)t + α(G) ≥ μ(G ′) ≥ μo(G ′) ≥ μt(G ′). (10)

Now, by using (7)-(10) altogether, we deduce that

μ(G ′) = μo(G ′) = μd(G ′) = μt(G ′) = (m + 1)t + α(G),

which completes the reduction of the independent set problem to the τ (G)-mutual-visibility problem where τ (G) ∈
{μ(G), μd(G), μo(G), μt(G)}. �
4. Mutual-visibility numbers in grid like structures

From the seminal paper on mutual-visibility in graphs we recall the following result.

Theorem 4.1. [7, Theorem 4.6] If n ≥ 4 and m ≥ 4, then μ(Pn � Pm) = 2 min{n, m}.
6
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In [13, Theorem 4.5] it is proved that if T is tree with n(T ) ≥ 3 and H is a graph with n(H) ≥ 2, then μt(T � H) =
μt(T )μt(H). As a consequence, by using some induction procedure, we have:

Corollary 4.2. If Hk = Pn1 � · · · � Pnk , where k ≥ 2 and ni ≥ 3 for i ∈ [k], then μt(Hk) = 2k.

In the rest of the section we determine μo(G), μd(G), and μt(G) when G is a grid graph and a torus. Observe that the 
following property is implicitly assumed in most of the provided proofs: if L is any layer of a grid graph, then since L is 
isomorphic to a path and is a convex subgraph of the grid, then from τ (Pn) = 2 we get that at most two vertices in L can 
be part of a τ -set of the grid, where τ is any of the four mutual-visibility variants. The same property holds in the tori, 
but here the maximum number of vertices per layer depends on the different values of τ (Cn) as computed in Section 2.2, 
cf. (4)-(6).

We begin with the outer mutual-visibility of grids.

Theorem 4.3. If n ≥ m ≥ 2, then

μo(Pn � Pm) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2; m = n = 2,

4; (n,m) ∈ {(3,2), (3,3), (4,3), (4,4)},
5; (n,m) ∈ {(5,4), (5,5), (6,4)},
6; n = 6,m = 5,

m + 2; otherwise.

Proof. Let n ≥ m ≥ 2. For simplicity we write G = Pn � Pm . Let X be a μo(G)-set.
Let L be an arbitrary layer of G . Since layers in G are convex subgraphs isomorphic to a path, |X ∩ V (L)| ≤ 2. Moreover, 

if |X ∩ V (L)| = 2, then the two vertices from the intersection are the end-vertices of L.
Having in mind that m ≤ n, we now consider the layers P ( j)

n , j ∈ [m]. Assume first that |X ∩ V (P ( j)
n )| = 2 holds for some 

2 ≤ j ≤ m − 1. Then |X ∩ V (P (1)
m )| = 1 and |X ∩ V (P (n)

m )| = 1. If follows that |X ∩ V (P ( j′)
n )| ≤ 1 holds for each j′ �= j. We 

conclude that in this case |X | ≤ m + 1. Assume second that |X ∩ V (P (1)
n )| = 2. Hence these two vertices are (1, 1) and (n, 1). 

If for every j ≥ 2 we have |X ∩ V (P ( j)
n )| ≤ 1, then we get the same conclusion. Assume second that for some other j ≥ 2

we have |X ∩ V (P ( j)
n )| = 2. Then by the above argument, j = m. By the same argument, |X ∩ V (P ( j′)

n )| ≤ 1 holds for each 
j′ /∈ {1, m}. We conclude that |X | ≤ m + 2. We have thus proved that μo(G) = |X | ≤ m + 2.

Let first m = 2. Then for any n ≥ 3 we clearly have μo(G) = 4. Let next m = 3. Then for n ∈ {3, 4} we easily get that 
μo(G) = 4, while for n ≥ 5 we have μo(G) = 5, where {(1, 1), (n, 1), (3, 2), (1, 3), (n, 3)} is a μo(G)-set. Let m = 4. If n = 4, 
then μo(G) = 4, if n ∈ {5, 6}, then μo(G) = 5, and if n ≥ 7, then μo(G) ≥ 6 = m + 2. Let next m = 5. Then if n = 5, we 
have μo(G) = 5, and if n = 6, then μo(G) = 6. For n ≥ 7 we see that the set {(1, 1), (n, 1), (5, 2), (2, 3), (4, 4), (1, n), (n, 5)}
is an outer mutual-visibility set. As in general μo(G) ≤ m + 2, this set is a μo(G)-set. Moreover, μo(P6 � P6) = 8 as 
{(1, 1), (1, 6), (3, 2), (5, 3), (2, 4), (4, 5), (6, 1), (6, 6)} is a maximal outer mutual-visibility set.

Assume now that n ≥ 7 and m ≥ 6. Define a set X = W ∪ A ∪ B , where

W = {(1,1), (n,1), (1,m), (n,m)},
A = {(2k + 1,k + 1) : 1 ≤ k ≤ �(n − 2)/2},
B = {(2k, �(n − 2)/2 + k + 1) : 1 ≤ k ≤ m − �(n − 2)/2 − 2}.

See Fig. 2 where the set X is shown for the case P12 � P9. Notice that the last vertex of A could coincide with the vertex 
(n − 1, m − 1). If this happens, we modify X to

X ′ = (X \ {(n − 3,m − 2), (n − 1,m − 1)}) ∪ {(n − 3,m − 1), (n − 1,m − 2)},
see Fig. 2, where the set X ′ is shown for the case P10 � P6. Similarly, the last vertex of B could coincide with the vertex 
(n − 1, m − 1). If this happens, we also modify X to X ′ , see Fig. 2, where the set X ′ is shown for the case P9 � P9. Finally, 
it can also happen that when |B| = 1, its vertex can be the vertex (2, m − 1). In this case we modify the set X to

X ′′ = (X \ {(2,m − 1)}) ∪ {(4,m − 1)},
see Fig. 2, where the set X ′′ is shown for the case P10 � P7. Notice that this can be done as n ≥ 7.

Let Z be either X or X ′ or X ′′ , depending on the case in which we are. Notice first that any two vertices from the set 
W = {(1, 1), (n, 1), (1, m), (n, m)} are Z -visible. Consider now any two vertices (i, j), (i′, j′) ∈ Z such that at least one of 
them is not in W . Then i �= i′ and j �= j′ . Consider the shortest (i, j), (i′, j′)-path P that lies inside the layers P ( j)

n and P (i′)
m . 

Then by the construction, Z ∩ V (P ) = {(i, j), (i′, j′)} and so they are Z -visible. We conclude that Z is a mutual-visibility set.
7
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Fig. 2. Grids P12 � P9, P9 � P9, P10 � P6, and P10 � P7 equipped with μo-sets. A red arrow shows how the given μo-set X is transformed into X ′ . (For 
interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

We next show that Z is also an outer mutual-visibility set. Consider vertices (i, j) ∈ Z and (i′, j′) /∈ Z . If j = j′ or i = i′ , 
then (i, j) and (i′, j′) are clearly Z -visible. Hence assume that i < i′ and j < j′ . The other cases are treated in the same way.

Assume first that (i, j) /∈ W . If the (i, j), (i′, j′)-geodesic P which simultaneously lies on P (i)
m and P ( j′)

n has no internal 
vertex in Z , or the (i, j), (i′, j′)-geodesic Q which simultaneously lies on P ( j)

n and P (i′)
m has no internal vertex in Z , then 

(i, j) and (i′, j′) are Z -visible. Hence we may assume that both P and Q have an internal vertex each from Z . This internal 
vertex from P cannot lie on P (i)

m , hence it is of the form (i′′, j′), where i < i′′ < i′ . Similarly, this internal vertex from Q
cannot lie on P ( j)

n , hence it is of the form (i′, j′′), where j < j′′ < j′ . Moreover, by the construction, at least one of i′ − i′′ ≥ 2
and j′ − j′′ ≥ 2 holds. We may consider that i′ − i′′ ≥ 2 is happening, the other case is done similarly. Then consider the 
following (i, j), (i′, j′)-geodesic. Take the (i, j), (i′′, j)-path on P ( j)

n , proceed with the (i′′, j), (i′′, j′ − 1)-path on P (i′′)
m , next 

take the path (i′′, j′ − 1) − (i′′ + 1, j′ − 1) − (i′′ + 1, j′), and complete the geodesic with the (i′′ + 1, j′), (i′, j′)-path on P ( j′)
n , 

where we recall that i′′ + 1 < i′ .
Assume second that (i, j) ∈ W , say (i, j) = (1, 1). If i′ < n and j′ < m, then we can argue as above that (1, 1) and (i′, j′)

are Z -visible. Suppose thus that (i′, j′) = (n, j′), where j′ < m. In this case consider the following (1, 1), (n, j′)-geodesic. 
Take the (1, 1), (n − 1, 1)-path on P (1)

n , proceed with the path (n − 1, 1) − (n − 1, 2) − (n, 2), and complete the geodesic with 
the (n, 2), (n, j′)-path on P (n)

m . Hence also in this case (i, j) = (1, 1) and (i′, j′) = (n, j′) are Z -visible. All the other cases are 
similar.

We have thus proved that Z is an outer mutual-visibility set. As |Z | = m + 2, we have proved that μo(G) ≥ m + 2. �
In the second main result of this section we determine the dual mutual-visibility number of grids.

Theorem 4.4. If n ≥ 4 and m ≥ 3, then

μd(Pn � Pm) =
⎧⎨
⎩

3; n = m = 2,

4; (n,m) = (3,3) or (n ≥ 3 and m = 2),

5; otherwise.
8
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Proof. The case μd(P2 � P2) = 3 is straightforward. Let next assume n ≥ 3 and m = 2. Since any two Pn-layers can 
contain at most two vertices from any μd-set, and also because the four vertices (1, 1), (1, 2), (n, 1), (n, 2) form a dual 
mutual-visibility set of Pn � P2, we deduce that μd(Pn � P2) = 4. Also, for the case P3 � P3 we can check by some simple 
calculations that also μd(P3 � P3) = 4.

Now on assume n ≥ 4 and m ≥ 3 and consider the set S = {(1, 1), (2, 1), (n, m − 1), (n, m), (1, m)}. It can be readily seen 
that any two vertices x, y ∈ S are S-visible. Moreover, since n ≥ 4 and m ≥ 3, it can be also observed that any two vertices 
x′, y′ ∈ S are S-visible as well. Thus, S is a dual mutual-visibility set, and so μd(Pn � Pm) ≥ 5.

To prove the upper bound, let D be a μd-set of Pn � Pm (which must have cardinality at least 5), and consider the 
following claims that can be easily checked.

• Every Pn-layer (as well as every Pm-layer) in Pn � Pm can contain at most two vertices.
• If a Pn-layer contains two vertices, then at least one of such vertices has the first coordinate from {1, n}. Analogous 

property holds for Pm-layers.
• No vertex from the set {2, . . . , n − 1} ×{2, . . . , m − 1} could belong to the set D . For otherwise, we will find at least two 

vertices that are not D-visible.
• No vertex from the sets {1, n} × {3, . . . , m − 2} and {3, . . . , n − 2} × {1, m} could belong to the set D .
• If (1, 1), belongs to D , then at most one of its neighbors belongs to D . For otherwise, since |D| ≥ 5, the vertex (1, 1)

would be not D-visible with at least two other vertices of D .
• If (1, 1), belongs to D and exactly one of its neighbors, say (2, 1), belongs to D too, then no vertex from the sets 

{3, . . . , n} × {1} and {1} × {2, . . . , m − 1} belongs to D .
• If (1, 1), belongs to D and none of its neighbors belongs to D , then (1, m) and (n, 1) could belong to D as well, and 

only such two vertices could satisfy this property in their corresponding layers.

As a consequence of the claims above, and up to symmetries, we have the following situations.
Case 1: (1, 1), (2, 1) ∈ D . Hence, (n, 1) /∈ D , and this also leads to claim that (n, 2) /∈ D as well. Since also {n} ×{3, . . . , m −

2} ∩ D = ∅ and {1} × {2, . . . , m − 1} = ∅, we deduce that |D| ≤ 5 because |D ∩ ([n] × {m})| ≤ 2 and |D ∩ {(n, m − 1)}| ≤ 1.
Case 2: (1, 1) ∈ D and (1, 2), (2, 1) /∈ D . Hence, since D ∩ ({1} × {2, . . . , m − 1}) = ∅ and D ∩ ({2, . . . , n − 1} × {1}) = ∅, 

then we again obtain that |D| ≤ 5 because |D ∩ ([n] × {m})| ≤ 2 and |D ∩ ({n} × [m])| ≤ 2.
Case 3: (1, 1), (1, 2), (2, 1) /∈ D . If |D ∩([n] ×{1})| = 2 and |D ∩({1} ×[m])| = 2, then D ∩([n] ×{1}) = {(n −1, 1), (n, 1)} and 

D ∩ ({1} ×[m]) = {(1, m − 1), (1, m)}, and it must happen that only the vertex (n, m) could belong to D too. Thus, |D| ≤ 5 in 
such situation. If without loss of generality |D ∩([n] ×{1})| = 1 and |D ∩({1} ×[m])| ∈ {1, 2}, then D ∩([n] ×{1}) = {(n, 1)} and 
(1, m) ∈ D ∩ ({1} ×[m]). Thus, we shall obtain that |D| ≤ 5 because |D ∩ (({2, . . . , n} ×{m})| ≤ 1 and |D ∩ ({n} ×{2, . . . , m})| ≤
1. Finally, if |D ∩ ([n] × {1})| = 0 and |D ∩ ({1} × [m])| = 0, then it is straightforward to check that |D| ≤ 4, which is not 
possible.

As a consequence of all the described situations, we deduce that μd(Pn � Pm) = |D| ≤ 5, which leads to the desired 
equality and the proof is completed. �

To close the section, we consider the case of the tori. To this end, we need the following proposition.

Proposition 4.5. Let G be a graph. If V (G) = ⋃k
i=1 V i , where G[V i] is a convex subgraph of G and μd(G[V i]) = 0 for each i ∈ [k], 

then μd(G) = 0.

Proof. Suppose on the contrary that G contains a dual mutual-visibility set X with |X | ≥ 1. Select an arbitrary vertex x ∈ X . 
Then there exists an i ∈ [k] such that x ∈ V i . Hence clearly, |X ∩ G[V i]| ≥ 1. However, since G[V i] is convex, we get that 
X ∩ G[V i] is a dual mutual-visibility set of G[V i], a contradiction to the assumption μt(G[V i]) = 0. �

We recall that, as already observed, if D is a dual mutual-visibility set, a proper subset of D is not necessarily a dual 
mutual-visibility set, e.g., for Cn , n ∈ {5, 6}, a maximal dual mutual-visibility set is given by two adjacent vertices, whereas 
a single vertex never represents a dual mutual-visibility set.

Theorem 4.6. If n ≥ m ≥ 3 then

μd(Cn �Cm) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

5; (n,m) ∈ {(3,3), (4,3)},
8; (n,m) = (4,4),

2; (n,m) = (5,3),

4; (n,m) ∈ {(5,4), (6,3), (6,4)},
0; otherwise.

Proof. Let V (Cn) = [n] and V (Cm) = [m]. The different cases in the statement are analyzed as follows (cf. Fig. 3):
9
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Fig. 3. Tori, equipped with μo-sets, as defined in the proof of Theorem 4.6. For sake of simplicity, each torus is represented as a grid (in each row and 
column, a wrapping edge is not drawn).

Case 1: n = 3, m = 3. It is easy to check that D = {(1, 1), (1, 2), (1, 3), (2, 1), (3, 1)} is a dual mutual-visibility set for 
C3 � C3. It is also maximum since a set D ′ of six or more vertices cannot be a dual mutual-visibility set. Indeed, if three 
vertices of D ′ are on any layer, an adjacent layer has at least two vertices, leading to an induced C4 with the four vertices 
in D ′ that are not D ′-visible. If all the layers have exactly two vertices, then the only possible choice, up to isomorphism, of 
vertices in D ′ such that four of them do not induce a C4 implies that the three vertices not in D ′ are completely surrounded 
by vertices in D ′ and then not in dual mutual-visibility with respect to D ′ .

Case 2: n = 4, m = 3. Consider again D and D ′ as defined in the previous case. Even in this case, D is a dual mutual-
visibility while D ′ is not. Indeed, assume there exists a C4-layer C i

4 with three vertices in D ′ . This implies that one among 
the two C4-layers adjacent to C i

4 must have at least two vertices in D ′ . It follows that these vertices in D ′ induce a C4
cycle or at least two vertices of these two layers not in D ′ are not D ′-visible (e.g., if the three vertices in D ′ of a C4-layer 
are (1, 1), (2, 1), (3, 1) and the other two vertices are (3, 2), (4, 2), then (2, 2) and (4, 1) are not D ′-visible). Consider now 
the last case in which all the C4-layers have exactly two vertices in D ′ and that no four of them induce a C4 cycle. Let 
C be any C4 cycle of C4 � C3 that has two vertices in D ′ . Then these two vertices must be adjacent in C otherwise the 
remaining vertices in C are not in dual mutual-visibility with respect D ′ . Consequently, the only possible configuration, up 
to isomorphism, of the vertices in D ′ is {(1, 1), (2, 1), (2, 2), (3, 2), (3, 3), (4, 3)}, but then vertices (2, 3) and (3, 1) are not 
D ′-visible. Hence, D is a μd-set.

Case 3: n = 4, m = 4. Let D+ = D ∪ {(3, 3), (3, 4), (4, 3)}. It can be checked that D+ is a dual mutual-visibility set. To 
show that it is maximal, assume that there exists a dual mutual-visibility set D ′ of nine or more vertices. Then there is at 
least one layer with three vertices in D ′ and an adjacent layer with two adjacent vertices in D ′ . By the discussion in the 
above case, this is not possible.

Case 4: (n, m) ∈ {(5, 3), (5, 4)}. A C5-layer can have only two adjacent vertices in dual mutual-visibility or none. It can be 
easily checked that if a C5-layer has two vertices in dual mutual-visibility, then the adjacent layers have no further vertices 
in dual mutual-visibility. This implies that μd(C5 � C3) = 2 and μd(C5 � C4) ≤ 4. To see that μd(C5 � C4) = 4 consider the 
dual mutual-visibility set given by (1, 1), (2, 1), (4, 3), (5, 3).

Case 5: (n, m) ∈ {(6, 3), (6, 4)}. As above, a C6-layer can only have two adjacent vertices in dual mutual-visibility or none. 
Let D be a dual mutual-visibility set for the case (n, m) = (6, 3). Without loss of generality, let (1, 2) and (2, 2) be in D . 
The only vertices that are also in D can be either (4, 1), (5, 1) or (4, 3), (5, 3), but not both, showing that μd(C6 � C3) = 4. 
Similarly for the case (n, m) = (6, 4), if (1, 2) and (2, 2) are in D , then only one other C6-layer can have two adjacent 
vertices in D , showing that μd(C6 � C4) = 4.

Case 6: Remaining situations. If n ≥ 7, then (5) gives μd(Cn) = 0 and hence Proposition 4.5 implies μd(Cn � Cm) = 0. 
The remaining cases are (n, m) ∈ {(5, 5), (6, 5), (6, 6)}. Let D a dual mutual-visibility set for any of these cases. Assume, by 
contradiction, that D is not empty. We know that D cannot share just one vertex with any Cn-layer C (the discussion for a 
Cm-layer is analogous). Moreover, (5) implies that at most two vertices of D are in C . If such two vertices are (i, j), (i +1, j), 
then the two Cm-layers each containing one vertex of C ∩ D must both contain an additional vertex, as any C5 or C6 have 
two vertices in dual mutual-visibility or none. Then one of these pairs of vertices are also in D: {(i, j + 1), (i + 1, j +
1)}, {(i, j − 1), (i + 1, j − 1)}, {(i, j + 1), (i + 1, j − 1)}, or {(i, j − 1), (i + 1, j + 1)}. But each of the first two pairs induces a 
10
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C4 cycle with (i, j), (i + 1, j) vertices in D , whereas if {(i, j + 1), (i + 1, j − 1)} are in D , then {(i, j − 1), (i + 1, j + 1)} are 
not D-visible and viceversa. �
Theorem 4.7. If n ≥ m ≥ 3 then

μt(Cn �Cm) =
⎧⎨
⎩

3; (n,m) ∈ {(3,3), (4,3)},
4; (n,m) = (4,4),

0; otherwise.

Proof. It is easy to check that T = {(1, 1), (1, 2), (1, 3)} is a total mutual-visibility set for C3 � C3. Since any set T ′ of four 
vertices implies that there exists an subgraph C4 in C3 � C3 with two non adjacent vertices in T ′ that prevent the visibility 
of the other two, then T is maximum.

Clearly, the set T is a total mutual-visibility set for C4 � C3. It is also maximum since a set T ′ of four or more vertices 
cannot be a total mutual-visibility set. Indeed, at least two vertices of T ′ , say u, v , are on a C4-layer, and to be in total 
mutual visibility they are adjacent and no further vertex of T ′ is on the same layer. Then no vertex of the other two 
C4-layers can be added to u, v in total mutual visibility. Then T is maximum.

As for (n, m) = (4, 4), μt(Cn � Cm) = 4 and there exists only one μt-set T , up to isomorphism. Indeed, if two vertices are 
on a C4-layer C , no vertex of T is on the layers adjacent to C . Then at most two other vertices of T can be placed in the 
fourth C4-layer, for a total of four vertices. A possible μt-set is given by {(1, 1), (1, 2), (3, 3), (3, 4)}.

In all the other cases m is at least 5 and then, since in this situation μt(Cm) = 0, we deduce that μt(Cn � Cm) = 0. �
The following result provides an upper bound to μo(Cn � Cm) that directly follows from μo(Cn) as computed in Sec-

tion 2.2, cf. (6).

Corollary 4.8. If n ≥ m ≥ 3 then μo(Cn � Cm) ≤ 2m.

5. Inter-comparison of the mutual-visibility invariants

In this section, we compare the four invariants and demonstrate that, roughly speaking, all the theoretical possibilities 
are feasible.

The results provided in Section 2.2 for cycle graphs indeed demonstrate that the four mutual-visibility numbers can vary 
pairwise. On the other hand, if G is a (μ, μt)-graph, then μ(G) = μo(G) = μd(G) = μt(G). In the above case for cycles, this 
is demonstrated by the cycle C3. But there are many additional (μ, μt)-graphs. For instance, in [5, Proposition 3.4] cographs 
which are (μ, μt)-graphs are characterized. In particular, complete split graphs and complete k-partite graphs with at least 
three vertices in each partition set are all (μ, μt)-graphs.

Next, the results from Section 4 show that if n ≥ m ≥ 6, then

μt(Pn � Pm) = 4 < μd(Pn � Pm) = 5 < μo(Pn � Pm) = m + 2 < μ(Pn � Pm) = 2m .

This shows that not only can all the four mutual-visibility numbers be pairwise different, but the differences can also be 
arbitrarily large, except perhaps for μt and μd. Moreover, from Theorem 4.4 we have μd(P4 � P3) = 5 > 4 = μo(P4 � P3), 
hence μo and μd are incomparable.

In the next example we present a family of graphs on which the variety of the four mutual-visibility numbers is again 
large. The example in addition proves that μd can be arbitrary larger than μt. Let Gn , n ≥ 2, be the graph obtained from 
n 5-cycles having exactly one common edge uv . See Fig. 4 from which the definition should be clear and from where the 
vertex labeling should also be clear.

Proposition 5.1. If n ≥ 2, then μ(Gn) = 2n, μd(Gn) = n + 1, μo(Gn) = n, and μt(Gn) = 0.

Proof. Let X be a mutual-visibility set of Gn . Since |X ∩ V (C)| ≤ 2 holds for each 5-cycle C of Gn , we have μ(Gn) ≤ 2n. On 
the other hand, the set {x1, . . . , xn} ∪ {y1, . . . , yn} is a mutual-visibility set, hence we can conclude that μ(Gn) = 2n.

Let now Y be an outer mutual-visibility set of Gn . Consider the 5-cycle C = ux1z1 y1 vu. Note first that no two adjacent 
vertices of C can belong to Y . Suppose now that two non-adjacent vertices of C lie in Y . Then we can infer that at least one 
of the vertices x1, y1, and z1 is Y -visible by none of the vertices from V (Gn) \ V (C). Hence, in this case we have |Y | = 2. 
In order to have larger outer mutual-visibility sets, each of the cycles can contain at most one vertex. Since {z1, . . . , zn} is 
an outer mutual-visibility set, we conclude that μo(Gn) = n.

The assertion μt(Gn) = 0 follows by an easy verification that Gn fulfills the condition of Theorem 2.2.
Next, consider the set {x1, z1, . . . , zn}. It can be readily observed that such set is a dual mutual-visibility set of Gn , and 

so μd(Gn) ≥ n + 1 ≥ 3 for each n ≥ 2. Now, let Z be a μd-set of Gn . Since |Z | ≥ n + 1, there must be a cycle Ci = uxi zi yi vu
with i ∈ [n] such that |Z ∩ V (Ci)| ≥ 2. Also, by a simple case analysis we infer that |Z ∩ V (Ci)| ≤ 2, and so |Z ∩ V (Ci)| = 2. 
11
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Fig. 4. The graph Gn .

Moreover, in such cycle the vertices of Ci that lie in Z are adjacent, for otherwise the two neighbors (not in Z ) of any 
vertex in Z are not Z -visible. Clearly, these two adjacent vertices cannot be u, v . We may without loss of generality say that 
|Z ∩ V (C1)| = 2.

If Z ∩ V (C1) = {x1, u}, then x1 is not Z -visible with any other vertex of Gn (except z1, y1, but such vertices are not in Z ), 
and so, |Z | = 2, which is not possible, since |Z | ≥ 3. A symmetrical argument also says that Z ∩ V (C1) �= {y1, v}. Thus, by the 
symmetry of Gn , we might assume that x1, z1 ∈ Z . If there is some xi ∈ Z with i �= 1, then such xi and z1 are not Z visible. 
Thus, no vertex from {x2, . . . , xn} is in Z . Moreover, for every pair yi, zi we have |Z ∩ {yi, zi}| ≤ 1 with i ∈ {2, . . . , n}, that is, 
if |Z ∩ {y j, z j}| = 2 for some j, then z j and z1 are not Z visible. Now, if there is some y j ∈ Z with j ∈ {2, . . . , n}, then the 
two vertices z j and v (which are not in Z ) are not Z -visible. Thus, no vertex of the set {y2, . . . , yn} is in Z . Consequently, 
Z ⊂ {x1, z1, . . . , zn}, which means μd(Gn) ≤ n + 1, and the proof is completed. �

We close this section by showing that also μd can be arbitrary larger than μo. To this end, we consider a graph Ht , 
t ≥ 2, defined as follows. We begin with t copies of the grid graph P4 � P3 with vertex sets as previously defined and an 
extra vertex x. Then add, for every copy of the grid P4 � P3, the edge between x and the vertex (2, 3). Hence x is of degree 
t .

Proposition 5.2. If t ≥ 2, then μd(Ht) = 5t and μo(Ht) = 4t.

Proof. For each of the copies of P4 � P3 in Ht , we consider the construction of a μd-set of P4 � P3 given in Theorem 4.4. 
Now, in HT we consider S as the union of all such sets of vertices from all the copies. It can be readily observed that 
any two vertices of S are S-visible. Also, any two vertices not in S are S-visible as well. Thus, S is a dual mutual-visibility 
set, and so, μd(Ht) ≥ 5t . On the other hand, let D be a μd-set of HT . Hence, based on the structure of Ht , the distances 
between vertices from each copy of P4 � P3 in Ht are not influenced by the other vertices outside of this copy. Consequently, 
the restriction of D to any of the copies of P4 � P3 in Ht is a dual mutual-visibility set in P4 � P3. Therefore, μd(Ht) =∑t

i=1 |D ∩ V (P4 � P3)| ≤ μd(P4 � P3) · t = 5t , which leads to the desired equality.
The second formula μo(Ht) = 4t can be obtained by using similar arguments as above, but considering the fact that 

μo(P4 � P3) = 4 as proved in Theorem 4.3. �
Clearly, from Proposition 5.2, we deduce that μd can be arbitrary larger than μo, which close all the comparisons of the 

variety of mutual-visibility parameters given in our exposition.
In addition, we might remark that by using analogous techniques to that ones of Proposition 5.2, and other base graph 

instead of P4 � P3, to construct a related Ht , some other arbitrarily large (possible) differences between two mutual visibility 
parameters can be realizable.

6. Conclusion

This work leaves some open problems and suggests some further research directions. Concerning the former, we com-
puted the exact value of τ (Cn � Cm) for each variant τ except for μo (for that, Corollary 4.8 provides just an upper bound). 
Computing also μo(Cn � Cm) would close the study about tori. Another point is that of providing characterizations for the 
graphs in which the new invariants have fixed small values (e.g., graphs G for which μt(G) = 1, μd(G) = 0, or μd(G) = 1). 
For such a task, it could be useful to investigate the notion of bypass vertices introduced in [13] as a tool for providing the 
characterization of Theorem 2.2.

We have shown that computing τ (G) with τ (G) ∈ {μ(G), μd(G), μo(G), μt(G)} is an NP-hard problem. It is then worth 
investigating all the new invariants of our manuscript in special graph classes, with the aim of determining exact formulas 
12
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for their value or of designing polynomial algorithms for their computation. Finding structural properties for τ -sets, τ ∈
{μ, μo, μd, μt}, is also worth to be studied. There is also space for further investigating about the inter-comparison of 
the mutual-visibility invariants, namely characterizing the graphs achieving equality or being strictly different (smaller or 
larger) with respect to the values of (some) of the visibility parameters. For instance, as observed in the paper, μ(Pn � Pm) =
2 · min{n, m} for n, m ≥ 4. Also, Theorem 4.3 implies that μo(Pn � Pm) = min{n, m} + 2 for almost all m and n, which is in 
the order of μ(Pn � Pm)/2. Hence we wonder whether μ(G) ≤ 2μo(G) is true in general. If this is true, then it is sharp by 
Proposition 5.1.
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