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Abstract

A maximal geodesic in a graph is a geodesic (alias shortest path) which is not
a subpath of a longer geodesic. The geodesic-transversal problem in a graph G is
introduced as the task to find a smallest set S of vertices of G such that each maximal
geodesic has at least one vertex in S. The minimum cardinality of such a set is the
geodesic-transversal number gt(G) of G. It is proved that gt(G) = 1 if and only if G
is a subdivided star and that the geodesic-transversal problem is NP-complete. Fast
algorithms to determine the geodesic-transversal number of trees and of spread cactus
graphs are designed, respectively.
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1 Introduction

Given a set U and a family S = {S1, . . . , Sk}, where Si ⊆ U , a subset H of U is a hitting

set for the family S if H ∩Si 6= ∅ for all i ∈ {1, . . . , k}. The hitting set problem is to find a
smallest hitting set for S. The hitting set problem is NP-complete [16] and has been studied
in different terminologies. In particular, in graph theory the term S-transversal problem
presents the quest for a minimum set of vertices that intersect every set of a given family
S of subsets of the vertex set. When S is a collection of maximal cliques of a graph, the
S-transversal problem is called the clique-transversal problem [1, 8, 9, 11, 12, 13, 18], and
when S is a collection of fixed size cliques, it is called the generalized clique transversal

problem [11, 12]. The clique-transversal problem is polynomially solvable for interval
graphs and NP-complete for chordal graphs [12]. Dahlhaus et al. [13] have studied the
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S-transversal problem where S is a collection of hyperedges in a hypergraph. When S is
a collection of k-paths, the S-transversal problem is called the k-path-transversal problem.
This problem has been well-studied under different terminologies [5, 6, 15, 19, 28, 30, 39,
47].

A geodesic in a graph G is a shortest path between two vertices, and a geodesic is
maximal if it is not a subpath of a longer geodesic. When S is a collection of maximal

geodesics, we call the S-transversal problem the geodesic-transversal problem. A geodesic
on k vertices is a k-geodesic. When S is a collection of k-geodesics, the S-transversal
problem is called k-geodesic-transversal problem.

To our knowledge, there is no literature on the geodesic-transversal problem and the
k-geodesic-transversal problem. The geodesic-transversal number of G, denoted by gt(G),
is the minimum cardinality of a geodesic-transversal set of G. A set S of vertices is
a gt-set of G if S is a minimum cardinality geodesic-transversal set of G. Thus, the
geodesic-transversal problem of G is to find a gt-set of G. It is easy to see that the
2-geodesic-transversal problem is the vertex cover problem.

In the next section, we provide further motivation for the new geodesic-transversal
problem. In Section 3, we determine the geodesic-transversal number of some graphs and
show that this number equals 1 precisely for subdivided stars. We also prove that the
geodesic-transversal problem is NP-complete for general graphs. In Section 4 we derive a
polynomial algorithm for arbitrary trees, while in Section 5 a fast algorithm is designed
for spread cactus graphs.

2 Motivation from (large-scale) network theory

The geodesic-transversal problem is not entirely new. The path version of this problem is
quite popular in graph theory and is well studied by graph theory researchers [5, 6, 15, 19,
28, 30, 39, 47]. A set S of vertices of a graph G is a k-path vertex cover if every path of
order k in G contains at least one vertex from S [6]. It is not uncommon in graph theory
that the same concept is studied under different names. If indeed so, this indicates that
the concept is of wider interest. The k-path vertex cover has been studied also as vertex k-
path cover [5], k-path vertex cover [2, 6, 19, 28, 30], V CPk-set [39], and k-path cover [15].
The k-path vertex cover problem is to find the minimum cardinality of a k-path vertex
cover. The problem is NP-hard for cubic planar graphs of girth 3 [6, 39] and for bipartite
graphs [47]. The problem has applications in many areas, such as traffic control [41]
and wireless sensor networks [6]. Funke et al. [15] have provided a list of applications
of this problem on different domains. The concepts of path transversal have also been
generalized to the context of hypergraphs [50]. The geodesic-transversal problem is a
natural extension and adaptation of the path-transversal problem. Note that the k-path
vertex cover problem and the k-geodesic transversal problem coincide in general graphs
when k = 2, and coincide in triangle-free graphs when k = 3.

Betweenness centrality and closeness centrality are key measures of large-scale network
analysis [32, 43]. The concepts of betweenness centrality and closeness centrality play a
vital role in the study of large-scale network analysis including social networks [17, 26,
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32], brain networks [14, 21, 25], biological networks (gene regulatory networks, protein-
protein interaction network) [24, 25], chemical networks [49], communication networks
[10], transport networks [27, 35] and IoT networks [35, 43] etc. The betweeness centrality
B(v) and closeness centrality C(v) are defined as follows [32, 43]:

B(v) =
∑

s 6=v 6=t

σst(v)

σst

C(v) =
∑

s 6=v 6=t

σst(v)

where σst is the total number of geodesics from node s to node t and σst(v) is the number
of those paths that pass-through v.

The scope of geodesic-transversal is wider than betweenness centrality and closeness
centrality. The geodesic load geo-load(v) of a vertex v of a graph G is defined as the
number of maximal geodesics which traverse through v. The concept of geo-load of a
network is applied in the geodesics-based routing algorithms [34, 37]. The concept is
also used in load-balanced routing of fixed interconnection networks [36, 46]. While the
betweenness centrality of a vertex focuses on all possible geodesics, the geodesic load of a
vertex concentrates on only maximal geodesics.

Some interesting combinatorial problems of large-scale network analysis are propa-
gation (malware propagation [48], immunization [33], disease propagation [42] and data
communication [20]), broadcasting, and gossiping problems [45]. An interesting research
problem is to demonstrate how the geodesic-transversal is a good model to represent these
problems in large-scale network analysis.

3 Basic observations and NP-completeness

For a starting example consider the Petersen graph P . It is of diameter 2, therefore to hit
all the five maximal geodesics on the outer 5-cycle we need at least two vertices. Similarly,
we need at least two vertices to hit the maximal geodesics which are subpaths of the inner
5-cycle. Hence gt(P ) ≥ 4. On the other hand, in Fig. 1 a geodesic-transversal set with
four vertices is shown, hence we conclude that gt(P ) = 4. Using a similar reasoning we
can deduce that if r, s ≥ 1, then gt(Kr,s) = min{r, s}.

The following simple lemma will turn out to be quite useful.

Lemma 3.1 Let Q be a geodesic of a graph G and x, y ∈ V (Q). If u is a vertex from

V (G)\V (Q) such that d(u, x) = d(u, y), then Q does not extend to a geodesic that contains

u.

Proof. Suppose on the contrary that Q′ is a geodesic such that Q is contained in Q′

and u ∈ V (Q′). Clearly, on the geodesic Q′, the vertex u cannot lie between x and y.
Therefore, either d(u, x) < d(u, y) or d(u, y) < d(u, x), and each of the possibilities in a
contradiction with the lemma assumption. �
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Figure 1: A gt-set of the Petersen graph

Clearly, gt(Pn) = 1 for all n ∈ N. In particular, gt(Pn) = 1 because its only vertex
forms a geodesic by itself and hence has to lie in its unique gt-set. Considering an arbitrary
edge e of the complete graph Kn, n ≥ 3, and a vertex not on the edge, Lemma 3.1
implies that at least one of the endpoint of e must lie in a geodesic-transversal set of Kn.
Consequently, gt(Kn) = n− 1 holds for n ≥ 2. These two examples generalize as follows,
where by a subdivided star we mean the graph obtained from K1,k, k ≥ 1, by subdividing
each of the edges of K1,k arbitrary number of times (possibly zero). If k = 1, then the
subdivided stars coincide with the family of paths.

Proposition 3.2 If G is a connected graph of order at least 2, then 1 ≤ gt(G) ≤ n(G)−1.
In addition, the lower bound is attained if and only if G is a subdivided star, and the upper

bound is attained if and only if G is a complete graph of order at least 2.

Proof. Since every graph G has at least one maximal geodesic, we infer gt(G) ≥ 1. Since
every maximal geodesic of a non-trivial graph contains at least two vertices, we infer
gt(G) ≤ n(G)− 1.

Suppose now that gt(G) = 1 and let {u} be a gt-set of G. Let T be a BFS-tree of G
with the root u.

We first claim that G is bipartite. Suppose on the contrary that there exists an edge
xy of G, where vertices x and y lie in the kth distance level of T , for some k ≥ 1. Then
dG(u, x) = dG(u, y) = k. Consider now an arbitrary maximal geodesic Q ofG that contains
the edge xy. Then Lemma 3.1 implies, that u does not belong to Q, a contradiction with
the assumption that u forms a gt-set. Hence the claim.

We next claim that G is a tree. Suppose on the contrary that G contains at least one
cycle C. Since we already know that G is bipartite, considering the cycle C we infer that
there exist a vertex x of C which lies in some kth distance level of T such that x has two
neighbors (in G), say y and z, in the (k − 1)st distance level of T . If Q is an arbitrary
maximal geodesic of G that contains as a subpath the path y − x − z, then Lemma 3.1
again implies, that u does not belong to Q, a contradiction. Hence G is a tree.

We finally claim that G is a subdivided star. If this is not the case, then in T (which
is just G, rooted in u), there exists a vertex x which lies in kth distance level of T , k ≥ 1,
such that x has two neighbors, say y and z, in the (k + 1)st distance level of T . As in the
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previous paragraph we now see that a maximal geodesic of G that contains as a subpath
the path y−x− z, yields a contradiction. It follows that every vertex of T , except maybe
u, is of degree either 2 or 1. The latter is is equivalent to the fact that T is a subdivided
star. We hence conclude that gt(G) = 1 holds if and only if G is a subdivided star.

Suppose now that G is a an arbitrary graph that is not complete. Then there exist
vertices x, y ∈ V (G) such that xy /∈ E(G). But then V (G) \ {x, y} form a geodesic-
transversal set of G and consequently, gt(G) ≤ n(G) − 2. We can hence conclude that
gt(G) = n(G)− 1 and and only if G is a complete graph of order at least 2. �

To conclude the section we are going to show that the geodesic-transversal problem is
NP-complete. In the study of vertex-deletion problems [47], the concept of a dissociation

set (see [4, 22, 40]) was considered, which was shown in [6] to be the complement of a
3-path vertex cover in any graph. Since dissociation set problem is NP-complete even
when restricted to bipartite graphs [47], we infer the following.

Theorem 3.3 [6, 47] The 3-path vertex cover problem is NP-complete for bipartite graphs.

For additional complexity results on the 3-path vertex cover problem see [3, 23, 38, 44].
It is clear that in bipartite graphs the 3-path vertex cover and the 3-geodesic transversal
coincide. Thus, Theorem 3.3 can be restated as follows:

Theorem 3.4 The 3-geodesic-transversal problem is NP-complete for bipartite graphs.

Now we will prove that the geodesic-transversal problem is NP-complete for general
graphs. In order to prove this, we will provide a polynomial reduction from the 3-geodesic-
transversal problem to the geodesic-transversal problem. Given a graph G, where V (G) =
[n] = {1, . . . , n}, the reduced graph is denoted by G′, where V (G′) = V ∪ {x, y, z} and
E(G′) = E ∪ {xz, zy} ∪ {iz : i ∈ V }. For an example see Fig. 2.
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Figure 2: A graph (left) and its reduced graph (right)

Property 3.5 A set S of vertices is a 3-geodesic-transversal of G if and only if S ∪ {z}
is a geodesic-transversal of G′.

Property 3.5 leads to the following conclusion:

Theorem 3.6 The geodesic-transversal problem is NP-complete for general graphs.
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4 The geodesic-transversal problem of trees

In this section, we design an algorithm to locate a gt-set of a tree.
Let T be a tree. A vertex of degree 1 of a tree is a leaf. A neighbor of a leaf is a support

vertex. A support vertex u is an end support vertex if u is adjacent to at least deg(u)− 1
leafs.

Lemma 4.1 A tree of order at least 2 has at least one end support vertex.

Proof. Let T be a tree of order at least 2 and let u1, . . . uk be the support vertices of
T . Let T ′ be a tree obtained from T by removing all the leaves of T . Suppose that
degT ′(ui) ≥ 2 for for each i ∈ [k]. Since the degree of every vertex of T ′ \ {u1, . . . , uk} is
the same in T ′ as in T , we would have a tree T ′ whose every vertex is of degree at least
2. As this is clearly not possible, there exists a vertex ui such that degT ′(ui) ≤ 1. This in
turn means that ui is an end support vertex of T . �

Let G be a graph, let v ∈ V (G) be a vertex of degree 2, and let x and y be the neighbors
of u. If G′ is the graph obtained from G be removing the vertex u and adding the edge
xy, then we say that G′ is obtained from G by smoothing the vertex u. Note that if the
vertices u, x, and y induce a triangle in G, then there are two parallel edges between x and
y in G′. Let further SM(G) denote a graph obtained from G by smoothing all the vertices
of G of degree 2. Since the smoothing operation preserves the degree of vertices, SM(G)
is well-defined, that is, unique up to isomorphism. In particular, no matter in which order
a smoothing of vertices of Cn, n ≥ 3, is performed, we end up with SM(Cn) = C2. (The
2-cycle C2 is the graph on the vertices with two parallel edges.) For another example see
Fig. 3.

Figure 3: A tree T (above) and SM(T ) (below)

Lemma 4.2 If T is a tree, then gt(T ) = gt(SM(T )).

Proof. Let S be a gt-set of T . Suppose that S contains a vertex u with deg(u) = 2.
Let P be the maximal path of T that contains u and exactly two vertices which are not
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of degree 2. Such a path is indeed unique. To see it, let x and y be the neighbors of u.
If deg(x) = 2, then continue the path until the first vertex which is not of degree 2 is
found. Such a vertex exists since T is a tree. Do the same procedure from the vertex y.
Now, every maximal geodesic in T that contains u, also contains x and y. It follows that
(S \ {u}) ∪ {x} (or (S \ {u}) ∪ {y} for that matter) is also a gt-set of T . Repeating this
construction for every vertex of S of degree 2 we arrive at a gt-set S′ of T which contains
no vertex of degree 2. Since S′ ⊆ V (SM(T )) is also a gt-set of SM(T ), it follows that
gt(SM(T )) ≤ gt(T ). On the other hand, if S is a gt-set of SM(T ), then we infer that S is
also a gt-set of T , hence gt(T ) ≤ gt(SM(T )) also holds. �

Lemma 4.2 does not hold for an arbitrary graph G, even when SM(G) does not
contain parallel edges. See Fig. 4, where a graph G is show for which we have gt(G) = 4
and gt(SM(G)) = 3.

Figure 4: A graph G (left) with gt(G) = 4, and SM(G) (right) with gt(SM(G)) = 3

Lemma 4.3 Let T be a tree with no vertices of degree 2. Let u be an end support vertex

of T and u1, . . . , us the leaves adjacent to u. Then gt(T ) = gt(T \ {u, u1, . . . , us}) + 1.
Moreover, there exists a gt-set S of T such that u ∈ S.

Proof. Since T has no vertices of degree 2, the end support vertex u is adjacent to at
least two leaves, that is, s ≥ 2. If T is a star, and hence u being the center of it, then the
assertion of the lemma is clear. In the rest of the proof we may thus assume that u has at
least one non-leaf neighbor, and since u is an end support vertex, it has only one non-leaf
neighbor. We denote the latter vertex by w, and let T ′ be the component of T − u that
contains the vertex w.

Let S be a gt-set of T . Since s ≥ 2, we see that |S ∩ {u, u1, . . . , us}| ≥ 1, for otherwise
the geodesic u1, u, u2 would not be hit. Moreover, |S ∩ {u, u1, . . . , us}| = 1. If ui ∈ S for
some i ∈ [s], then (S \ {ui}) ∪ {u} is also a gt-set of T . This proves the last assertion of
the lemma and we may without loss of generality assume in the rest that u ∈ S.

We claim now that S∩V (T ′) is a gt-set of T ′. Indeed, since degT ′(w) ≥ 2, no maximal
geodesic of T ′ can be hit by u. That is, only the vertices from T ′ can be used to hit
the maximal geodesics of T ′, hence the claim. It follows that gt(T ) = 1 + gt(T ′) =
1 + gt(T \ {u, u1, . . . , us}) and we are done. �
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Here, an algorithm is designed to construct a gt-set S of an arbitrary tree T .

Algorithm 1: A gt-set of a tree

Input: A tree T .
Output: A gt-set S of T .

1 S = ∅;
2 T = SM(T ) (i.e., perform the smoothing operation on each vertex of degree 2 in

T ).
3 while |V (T )| > 0 do

4 identify an arbitrary end support vertex p of SM(T );
5 S = S ∪ {p};
6 T = T \ {p, p1 . . . , pt}, where p1, . . . , pt are leaf neighbors of p;
7 T = SM(T ).

Theorem 4.4 Given a tree T , Algorithm 1 determines a gt-set of T in linear time.

The proof of correctness of Algorithm 1 follows from Lemmas 4.1, 4.2, and 4.3. The
time complexity of the algorithm is clearly linear.

To see that the smoothing operation performed in Line 2 and Line 7 of Algorithm 1 is
necessary, consider the tree T in Fig. 5. Note first that SM(T ) = 4. Assuming that Line
2 and Line 7 would be removed from the algorithm, the modified algorithm would return
a wrong value 5. On the other hand, Algorithm 1 first produces SM(T ). Then, after
two while loops (after selecting two end support vertices), another smoothing operation at
Line 7 is needed. This in turn guarantees that the algorithm will end after two additional
selections of end support vertices, and hence will return the correct value 4.

Figure 5: Tree T
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5 Fast algorithm on spread cactus graphs

A connected graph in which each edge belongs to at most one cycle is a a cactus graph. We
further restrict our attention to the subclass of cactus graphs in which every vertex belongs
to at most one cycle, and call them spread cactus graphs. They are exactly the graphs
that have neither a diamond nor a butterfly as a topological minor [31]. Every block in
these graphs is either K2 or a cycle, and cycle blocks do not intersect other cycle blocks.
The blocks in a spread cactus have a tree structure, and they contain leaves or leaf-cycles,
where the latter are defined as the cycle blocks, which intersect only one K2-block.

As usual, let Cn denote an n-cycle. Let C be an n-cycle with vertices {v1, . . . , vn},
and let I ⊆ [n] be a set of indices of vertices in V (C). By Cn(I) we denote the graph
obtained from C by attaching a leaf v′i to the vertex vi ∈ V (C) for every i ∈ I. If
I = {i1, . . . , ik}, then we will simplify the notation Cn({i1, . . . , ik}) to Cn(i1, . . . , ik). For
instance, C3(1, 2, 3) denotes the net graph, C3(1, 2) is known as the bull graph, C3(1) is
the paw graph, while C4(1) is the P -graph; see Fig. 6 for the former three graphs.

C3(1, 2, 3) C3(1, 2) C3(1)

Figure 6: Net, bull, and paw

We start our discussion by constructing an algorithm that finds a minimum geodesic
transversal in the graphs Cn(I) for all n ≥ 3 and any index set I ⊆ [n]. Note that Cn(I)
are spread cactus graphs with only one cycle and no two K2-blocks intersect.

Consider Cn(I), where I = {i1, . . . , ik} and i1 < i2 < · · · < ik. In the following, these
indices will be taken modulo k. If j ∈ [k], then we set P j to be a vij , vij+1

-path along
Cn(I), that is, the path on vertices vij , vij+1, . . . , vij+1

. If j = k, this thus means that P k

is the path on vertices vik , vik+1, . . . , v1, . . . , vi1 .
We claim that there exists a gt-set S of Cn(I) such that each path P j, j ∈ [k], contains

a vertex in S. Indeed, if

ij+1 − ij ≤
⌊n

2

⌋

,

then P j lies on the maximal geodesic between v′j and v′j+1. Now, if a gt-set S contains v′j
(resp., v′j+1), then S′ = (S − {v′j}) ∪ {vj} (resp., S′ = (S − {v′j+1}) ∪ {vj+1}) is clearly a
gt-set of Cn(I). On the other hand, if

ij+1 − ij >
⌊n

2

⌋

,

then either P j contains a maximal geodesic between two vertices in C, or there is a
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maximal geodesic between v′j and vj+1. Hence we may assume that P j contains a vertex
in S.

To state the next lemma, we introduce the following concept. In the graph Cn(I),
where I = {i1, . . . , ik}, we say that j ∈ [k] is lonely, if ij+1 − ij−1 > ⌊n2 ⌋+ 1.

Lemma 5.1 If n ≥ 3 and I = {i1, . . . , ik}, where 0 ≤ k ≤ n, then

gt(Cn(I)) =



















2; k ≤ 3,
k+1
2 ; k ≥ 5 odd,

k
2 + 1; k ≥ 4 even, and there exist lonely j1, j2 ∈ [k], j1 odd, j2 even,
k
2 ; otherwise.

Proof. Set G = Cn(I) and use the notation for vertices of G as established before the
lemma. Let S be a gt-set of G. Then, as noted above, we may assume that S∩V (G) ⊆ C.

We start with the case k = |I| = 0, that is, G = Cn. In this case, S = {v1, vi},
where i = ⌊n2 ⌋, is clearly a gt-set of G, yielding gt(G) = 2. When k ∈ {1, 2}, and
assuming without loss of generality that 1 ∈ I, again the set S = {v1, vi}, where i = ⌊n2 ⌋,
is a gt-set of G. Next, let k = 3, and assume without loss of generality that 1 ∈ I.
If the set S = {v1, vi}, where i = ⌊n2 ⌋, is not a gt-set of G, then we may assume that
1 < i2 < i3 < ⌊n2 ⌋ (the case when ⌊n2 ⌋ < i2 < i3 can be dealt with in a similar way).
However, then S = {v2, v2 + ⌊n2 ⌋} is a gt-set of G, yielding gt(G) = 2. The first line of
the equality of the lemma is thus established. We next consider k ≥ 4 and distinguish two
cases.

Let k be odd, k ≥ 5. Assume that for every even j ∈ [k], we have ij+1− ij−1 ≤ ⌊n2 ⌋+1.

Then the set S = {vij : ij ∈ I and j odd} is a gt-set of G with |S| = k+1
2 . Indeed, since

a maximal geodesic in Cn is of length ⌊n2 ⌋, every maximal geodesic in Cn(I) has at least
one leaf as an endvertex, from which we derive that it contains a vertex vij , where j is
odd. In the second case we may assume without loss of generality that i3 − i1 > ⌊n2 ⌋+ 1.

Then S = {vi : i = i3 − ⌊n2 ⌋ − 1 or i > 1 odd} is a gt-set of G with |S| = k+1
2 .

Finally, let k be even, k ≥ 4. Suppose first that for every even j ∈ [k] we have
ij+1 − ij−1 ≤ ⌊n2 ⌋ + 1. Then, we derive in the same way as in the case of odd k that

the set S = {vij : ij ∈ I and j odd} is a gt-set of G with |S| = k
2 . In a similar way we

conclude that gt(G) = k
2 if for every odd j ∈ [k] we have ij+1 − ij−1 ≤ ⌊n2 ⌋ + 1. In the

second case there exist a lonely odd j1 ∈ [k] and a lonely even j2 ∈ [k]. Then the path P t

between vijt−1
and vijt+1

is of length at least ⌊n2 ⌋+2, which implies that this path contains
a maximal geodesic of length ⌊n2 ⌋, which does not involve vijt+1

nor vijt−1
. Since a gt-set

must hit both paths P t, we infer that gt(G) > k
2 . It is easy to see that gt(G) ≤ k

2 + 1 by
using a similar construction as in the case when k is odd. �

From the proof it is also clear that a gt-set of a graph Cn(I) can be efficiently computed.
If the set I is a part of the input, the computation can be done in time linear in the size
of I.
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Next, we determine a minimum geodesic transversal set S in a graph Cn(I) in which
some of the vertices are declared in advance to be in S. This situation appears naturally
in the construction of an algorithm for determining a gt-set of a unicyclic graph presented
later.

Let A ⊆ [n] be the set of indices of the vertices of the cycle of Cn(I) such that every vi,
i ∈ A, is predetermined to be in a geodesic transversal set S of Cn(I). Denote by Cn(I,A)
the graph Cn(I) together with the requirement that vertices indexed by elements from A
must lie in a geodesic transversal set. The algorithm for constructing a minimum geodesic
transversal of Cn(I,A) is based on the constructions from the proof of Lemma 5.1. In
Algorithm 2, the notation of vertices vi ∈ V (Cn) is simplified to i. The indices from
A = {a1, . . . , at} are ordered cyclically as follows:

a1 < a2 < · · · < at < at+1 = a1,

by which the main while loop is performed at least once (and is performed exactly once
when A = {a1}). The correctness of Algorithm 2 can be proved by using similar arguments
as in the proof of Lemma 5.1.

We continue by presenting an algorithm for determining a gt-set of a unicyclic graph.
(This part is written mostly for intuition purposes. Algorithm 3 deals also with the special
case when G is unicyclic.) Let G be a unicyclic graph, and C the cycle in G of length n.
If G is isomorphic to Cn, then gt(G) = 2. Otherwise, let G′ = G−E(C), let T1, . . . , Tr be
the nontrivial components of G′, and let v1, . . . , vr be the vertices of C, where vi belongs
to Ti for all i ∈ [r]. Clearly, each Ti is a tree on at least two vertices. If Ti is a path,
then by the smoothing operation, and the fact that gt(SM(Ti)) = gt(Ti), we may assume
that Ti is isomorphic to P2, that is, vi has a leaf attached. In this case we set Si = ∅.
Otherwise, Ti has vertices of degree at least 3, and we perform the algorithm for obtaining
a gt-set Si of a tree Ti. It is easy to see that the sets Si, i ∈ [r], are subsets of a gt-set of
G. There are three possibilities:

(i) vi ∈ Si;

(ii) vi /∈ Si, but all neighbors of vi in Ti are in Si;

(iii) vi /∈ Si, and there is a neighbor of vi in Ti that is not in Si.

Turning back our attention to G, after gt-sets of trees Ti are obtained, the above possibili-
ties yield different cases by which we complete the construction of a gt-set of G. Note that
all maximal geodesics within trees Ti are hit by the sets Si, hence it remains to consider
the maximal geodesics that pass some vertices of C. The problem can be translated to
determination of a minimum geodesic transversal of Cn(I,A). In particular, all vertices vi
that are in Si (possibility (i)) are considered to be in the set A, all vertices vi that are not
in Si and have a neighbor in Ti that is not in Si (possibility (iii)) are considered to be in I.
Finally, the vertices vi /∈ Si for which possibility (ii) appears are in neither of the sets A
and I (the same holds for the vertices of C that are isolated in G′). Perform Algorithm 2
on Cn(I,A), and let S be the output of the algorithm. Finally, S′ = S∪

⋃r
i=1 Si is a gt-set

of G.
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Algorithm 2: A minimum geodesic transversal of Cn(I,A)

Input: Cycle on V (Cn) = {1, . . . , n}, a leaf attached to i, where i ∈ I, and
A ⊆ [n].

Output: Minimum geodesic transversal S of Cn(I) containing A.

1 S = A;
2 Order A : a1 < a2 < · · · < at < at+1 = a1;
3 i = 1;
4 while i ≤ t do
5 let Ii = {j ∈ I : ai < j < ai+1} = {j1, . . . , jk} and j0 = ai, jk+1 = ai+1;
6 if k odd then

7 if ∀ℓ ∈ [k+1
2 ] : j2ℓ − j2(ℓ−1) ≤ ⌊n2 ⌋+ 1 then

8 S = S ∪ {j2ℓ : ℓ ∈ [k−1
2 ]};

9 else

10 let m ∈ [k+1
2 ], where j2m − j2m−2 > ⌊n2 ⌋+ 1;

11 S = S ∪ {j2ℓ : ℓ ∈ [k−1
2 ]}

⋃

{j2m−2 + ⌊n2 ⌋+ 1};

12 else

13 let ℓ = 0;
14 while ℓ ≤ k do

15 if jℓ+2 − jℓ ≤ ⌊n2 ⌋+ 1 then

16 S = S
⋃

{jℓ+2}; ℓ = ℓ+ 2;

17 else

18 S = S
⋃

{jℓ + ⌊n2 ⌋+ 1};
19 if jℓ+1 − jℓ ≤ ⌊n2 ⌋+ 1 then

20 S = S
⋃

{jℓ+3}; ℓ = ℓ+ 3;

21 else

22 S = S
⋃

{jℓ+2}; ℓ = ℓ+ 2;

23 i = i+ 1;

We follow with two auxiliary results that will be a key for the algorithm for determining
a gt-set of a spread cactus graph. We need some more notation. A vertex v in a graph G
is heavy if degG(v) ≥ 3. Next, a heavy vertex v is a boundary heavy vertex if at most one
component of G− v is not a path. If v is a heavy vertex, then let P v denote the subset of
V (G) containing v and every vertex of degree at most 2 that can be reached from v on a
path that does not contain heavy vertices.

Lemma 5.2 If G is a graph and v a boundary heavy vertex in G such that G−v has more

than two components, then gt(G) = 1 + gt(G− P v).

Proof. Since Pt contains two leaves, there is a maximal geodesic that lies in Pv. Hence
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gt(G) ≥ 1 + gt(G− P v). Since every maximal geodesic in G that contains a vertex in P v

contains also v, we infer gt(G) = 1 + gt(G− P v). �

Consider now a graph G in which some of the vertices are declared to be in a geodesic
transversal, and denote by AG the set of such vertices in G. (This situation appears
naturally within an algorithm for determining a gt-set of G, where in the process of
building a gt-set some of the vertices are already put in the set.) Let C : v1, . . . , vn, v1
be a cycle in G, let A = AG ∩ V (C), and let I be the set of vertices vi, i ∈ [n], which
are adjacent to a leaf. We say that C is a boundary cycle in G if there exists at most one
vertex vj ∈ V (C), where vj /∈ I ∪A, such that vi has a neighbor outside C.

Lemma 5.3 Let G be a graph, C a boundary cycle in G, I support vertices of C, A the

set of vertices in C that belong to AG, and x ∈ V (C) be adjacent to a non-leaf vertex

outside C. Let SC be a minimum geodesic transversal of Cn(I,A) and S′
C a minimum

geodesic transversal of Cn(I ∪ {x}, A). If |S′
C | = |SC |, then S′

C belongs to a minimum

geodesic transversal of G that contains AG. Otherwise, |S′
C | = |SC | + 1, and SC belongs

to a minimum geodesic transversal of G that contains AG.

Proof. Clearly, |SC | ≤ |S′
C | ≤ |SC | + 1. A (minimum) geodesic transversal of G must

hit all maximal geodesics between two vertices in Cn(I). This implies that at least |SC |
vertices from C need to be in a minimum geodesic transversal of G that contains AG. If
|S′

C | = |SC |, then S′
C is a better choice than SC , since it hits not only all the maximal

geodesics that lie between two vertices in Cn(I), but also all maximal geodesics that have
one endvertex in Cn(I). Otherwise, when |S′

C | = |SC | + 1, SC belongs to a minimum
geodesic transversal of G that contains AG. �

A gt-set of a path clearly consist of a single vertex, hence we may concentrate on spread
cactus graphs that are not paths. Note that for such graphs there exists a boundary heavy
vertex or a boundary cycle. Hence, using Lemmas 5.2 and 5.3, we propose Algorithm 3
for determining a gt-set of a spread cactus graph.

Theorem 5.4 Given a spread cactus graph G, which is not a path, Algorithm 3 determines

a gt-set of G in linear time.

Proof. By the above observations, if G is a non-path spread cactus graph, then G contains
a heavy vertex v. Now, there are three possibilities: v is a boundary heavy vertex that
does not lie on a cycle (Line 3), v lies on a cycle and its degree is at least 4 (Line 18), or v
lies on a cycle and its degree is 3. (By Line 17, v can be made adjacent to a leaf.) If the
latter holds for all heavy vertices of a cycle with at most one exception, then we have a
boundary cycle (Line 5). The correctness of the first case and the second case (Line 3 and
18, resp.) follows from Lemma 5.2, the correctness of the second case (Lines 5-13) follows
from Lemma 5.3. The case when v is a boundary heavy vertex with degree 3 that lies on
a cycle (Lines 16-17) follows similar arguments as in the proof of Lemma 4.2.

An implementation of the algorithm uses a tree-like structure of a spread cactus graph,
which can be obtained by a BFS search. Finding a boundary heavy vertex can be done
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Algorithm 3: A minimum geodesic transversal of a spread cactus graph G.

Input: A spread cactus graph G, which is not a path.
Output: Minimum geodesic transversal S of G.

1 S = ∅;
2 while there is a heavy vertex in G do

3 if there is a boundary heavy vertex v that lies on no cycle then

4 S = S ∪ {v}; G = G− P v;

5 else if there is a boundary cycle C = Cn(I,A), where A = V (C) ∩ S, then
6 if x a vertex in C with a non-leaf neighbor then

7 let SC a minimum geodesic transversal of Cn(I,A) and S′
C a minimum

geodesic transversal of Cn(I ∪ {x}, A);
8 if |SC | = |S′

C | then
9 S = S ∪ S′

C ; remove from G all vertices of Cn(I) and all vertices of
degree 2 reachable by a path from x;

10 else

11 S = S ∪ SC ; G = G−
(

V (Cn(I)) \ {x}
)

;

12 else

13 G = Cn(I,A), where A = V (G) ∩ S, and let S′ be a minimum geodesic
transversal of G containing A; S = S ∪ S′;

14 else

15 let v be a boundary heavy vertex lying on a cycle;
16 if deg(v) = 3 then

17 smooth out the path Pv so that v is adjacent to a leaf

18 else

19 S = S ∪ {v};
20 G = G− P v.

by using a reversed order of the BFS, and all cases of the if-then-else condition can
be checked in linear time with respect to the number of vertices that they involve. In
particular, the case when there is a boundary cycle (lines 5-13) can be realized in linear
time by applying Algorithm 2 twice. �

6 Conclusion and future work

A new concept of geodesic-transversal is introduced in this paper. In addition to NP-
completeness, polynomial time algorithms are derived for arbitrary trees and spread cac-
tus graphs. The potential future research is to investigate the complexity status of this
problem for important interconnection networks such as butterfly networks and hyper-
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cubes, as well as for other classes of graphs such as bipartite graphs and chordal graphs.
As mentioned in the initial part of the paper, it would be interesting to study how the
geodesic-transversal can be used to model distance-based combinatorial problems in large-
scale network analysis.
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[50] A. Żak, Generalized transversals, generalized vertex covers and node-fault-tolerance
in graphs, Discrete Appl. Math. 255 (2019) 299–306.

18

http://arxiv.org/abs/1909.06497

	1 Introduction
	2 Motivation from (large-scale) network theory
	3 Basic observations and NP-completeness
	4 The geodesic-transversal problem of trees
	5 Fast algorithm on spread cactus graphs
	6 Conclusion and future work

