# 1-PERFECT CODES IN SIERPIŃSKI GRAPHS 
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Sierpiński graphs $S(n, k)$ generalise the Tower of Hanoi graphs-the graph $S(n, 3)$ is isomorphic to the graph $H_{n}$ of the Tower of Hanoi with $n$ disks. A 1-perfect code (or an efficient dominating set) in a graph $G$ is a vertex subset of $G$ with the property that the closed neighbourhoods of its elements form a partition of $V(G)$. It is proved that the graphs $S(n, k)$ possess unique 1-perfect codes, thus extending a previously known result for $H_{n}$. An efficient decoding algorithm is also presented. The present approach, in particular the proposed (de)coding, is intrinsically different from the approach to $H_{n}$.

## 1. Introduction

The study of perfect codes in graphs was initiated by Biggs [4] in 1973. At first, perfect codes were studied mostly in distance regular graphs and related classes of graphs, see, for instance, $[3,8,24]$. In the late 1980s Kratochvíl and his co-workers followed with a series of papers studying perfect codes in general graphs, (see [13, 14, 16, 18]). Most of the results up to 1991 are collected in the monograph [15].

From the algorithmic point of view, several NP-complete results were obtained by Kratochvíl and Křivánek $[\mathbf{1 7}, \mathbf{1 5}, \mathbf{1 6}]$. In particular, for any fixed $t$ it is NP-complete to decide whether a graph has a $t$-perfect code ([15, Theorem 7.0.1]). The special case of 1-perfect codes was independently proved to be NP-complete by Bange, Barkauskas, and Slater [1] and by Fellows and Hoover [7]. Recently, yet another proof for 1-perfect codes appeared in $[5,6]$. The 1-perfect code problem remains NP-complete on $k$-regular graphs (for any fixed $k \geqslant 3$ ) ([15, Theorem 7.2.2]), planar 3-regular graphs ([15, Theorem 7.2.4]) and planar graphs of maximum degree three ([7]), as well as on bipartite and chordal graphs ([23]). For additional information on complexity results we refer to [10, 15].

On a positive side, Fellows and Hoover [7] showed that the problem of existence of a 1-perfect code in a tree can be solved in linear time, while Kratochvíl, Manuel and Miller [19] proved that it is polynomial on interval graphs. Recently, Klostermeyer and Eschen [12] obtained efficient algorithms for finding 1-perfect codes in interval graphs
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and circular-arc graphs. Bange, Barkauskas, and Slater [1] gave a constructive characterisation of trees that contain 1-perfect codes, see also [2].

Recently, Cull, Li, and Nelson [5, 6, 20] considered perfect codes in the Tower of Hanoi graphs $H_{n}$. In [5] it is shown that the graphs $H_{n}$ contain (essentially) unique 1-perfect codes. In addition, code vertices are described in a simple way that allows an easy decoding algorithm. These results are more or less repeated in [6]. Finally, in [20] it is proved that besides the 1-perfect codes and the trivial $t$-perfect codes (with either one code vertex or three code vertices) there are no other $t$-perfect codes in $H_{n}$.

A two parametric generalisation $S(n, k)(n, k \geqslant 1)$ of the Tower of Hanoi graphs was proposed in [11]. It was in particular shown that for any $n \geqslant 1$, the graph $S(n, 3)$ is isomorphic to the graph of the Tower of Hanoi with $n$ disks. We call the graphs $S(n, k)$ Sierpiński graphs since their introduction was motivated by topological studies [21, 22] of Lipscomb's space, where it was shown that this space is a generalisation of the Sierpiński triangular curve (Sierpiński gasket).

In the next section we recall the concepts of the Sierpiński graphs and perfect codes in graphs, and give some basic facts about them. Then, in Section 3, we prove that any graph $S(n, k)$ contains (essentially) unique 1-perfect code, thus extending the corresponding result for $S(n, 3)$ from [5]. The proofs enable us to develop an efficient decoding algorithm that is presented in the last section.

## 2. Preliminaries

For a graph $G=(V(G), E(G))$, the distance $d_{G}(u, v)$, or briefly $d(u, v)$, between vertices $u$ and $v$, is defined as the number of edges on a shortest $u, v$-path. A set $C \subseteq V(G)$ is a $t$-code in $G$ if $d(u, v) \geqslant 2 t+1$ for any two distinct vertices $u, v \in C$; $t$-codes are also known as $2 t$-packings. In addition, $C$ is called a t-perfect code if for any $u \in V(G)$ there is exactly one $v \in C$ such that $d(u, v) \leqslant t$; 1-perfect codes are also called efficient dominating sets. Note that $C$ is a 1-perfect code if and only if the closed neighbourhoods of its elements form a partition of $V(G)$.

A set $D$ of vertices of a graph $G$ is called dominating if every vertex $w \in V(G)-D$ is adjacent to some vertex $v \in D$. The domination number of a graph $G, \gamma(G)$, is the order of a smallest dominating set of $G$. The following result is well-known and has been independently established several times, see [ 9 , Theorem 4.2].

Proposition 2.1. Let $C$ be a 1-perfect code in a graph $G$. Then $|C|=\gamma(G)$.
The above proposition implies that all 1-perfect codes in $G$ have the same cardinality, a result that extends to all $t$-perfect codes, (see [15, Corollary 4.6]).

The graph $S(n, k)(n, k \geqslant 1)$ is defined on the vertex set $\{0,1, \ldots, k-1\}^{n}$, two different vertices $u=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ and $v=\left(j_{1}, j_{2}, \ldots, j_{n}\right)$ being adjacent if and only if $u \sim v$. The relation $\sim$ is defined as follows: $u \sim v$ if there exists an $h \in\{1,2, \ldots, n\}$ such that
(i) $\forall t, t<h \Rightarrow i_{t}=j_{t}$,
(ii) $i_{h} \neq j_{h}$,
(iii) $\forall t, t>h \Rightarrow i_{t}=j_{h} \& j_{t}=i_{h}$.

In the rest of the paper we shall shortly write $i_{1} i_{2} \ldots i_{n}$ for $\left(i_{1}, i_{2}, \ldots, i_{n}\right)$. The graph $S(2,4)$ is shown in Figure 1, while the relation $\sim$ is schematically explained in Figure 2.


Figure 1: Sierpiński graph $S(2,4)$


Figure 2: Visualisation of relation $\sim$

Clearly, $|S(n, k)|=k^{n}$. Let $i \in\{0,1, \ldots k-1\}$, then the vertex $i i \ldots i$ of $S(n, k)$ is called an extreme vertex. Clearly, $S(n, k)$ contains $k$ extreme vertices, and they are of degree $k-1$, while all the other $k\left(k^{n-1}-1\right)$ vertices are of degree $k$.

Let $r \in\{1,2, \ldots, n\}$ and let $i_{1}, i_{2}, \ldots, i_{r} \in\{0,1, \ldots k-1\}$. Then the subgraph of $S(n, k)$, induced by the vertices whose first $r$ coordinates are $i_{1} i_{2} \ldots i_{r}$, will be denoted

$$
S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)
$$

Note that $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ is isomorphic to $S(n-r, k)$. In particular, the subgraph $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)$ is isomorphic to $S(1, k)$ which is in turn isomorphic to the complete graph $K_{k}$, and $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n}\right)$ is the one vertex graph. Observe also that the vertices of $S(n, k)$ can be covered with the vertices of $k^{r}$ disjoint subgraphs $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$, obtained via all possible selections of $i_{1}, i_{2}, \ldots, i_{r}$. We shall use the natural convention that the generic symbol $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ for $r=0$ means the graph $S(n, k)$ itself.

A subgraph $S(n, k ; i)$ contains one extreme vertex of $S(n, k)$, namely $i i \ldots i$, and $k-1$ vertices of the form $i j j \ldots j, j \neq i$, that are, respectively, adjacent to vertices $j i i \ldots i$ of the subgraphs $S(n, k ; j)$. Hence, in $S(n, k)$ there is exactly one edge between each pair of the $k$ subgraphs $S(n, k ; i), i=0,1, \ldots, k-1$.

For any subgraph $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ of $S(n, k), r=1, \ldots, n-1$, a vertex $v$ of the form $i_{1} i_{2} \ldots i_{r} j j \ldots j$, where $j$ is taken $n-r$ times, will be called an extreme vertex of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$, as it is mapped to an extreme vertex of $S(n-r, k)$ by any isomorphism of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ onto $S(n-r, k)$.

Let us introduce a useful shorthand notation that will simplify both formulation and visualisation of the coming statements. The full meaning and importance of it will become clear in Theorem 3.3, where we shall prove that the four cases described here are in fact the only possibilities.

Let $C$ be a given 1-perfect code in $S(n, k)$ and $\left(i_{1}, \ldots, i_{r}\right) \in\{0, \ldots, k-1\}^{r}$. Then $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{*}$ means:
"For $0 \leqslant \ell \leqslant k-1$ all extreme vertices $i_{1} i_{2} \ldots i_{r} \ell \ldots \ell$ of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ belong to $C$ ". In Theorem 3.3 we shall prove that this is possible only for even $m=n-r$.
$S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{j}$ means:
" $i_{1} i_{2} \ldots i_{r} j \ldots j$ is adjacent to a code vertex outside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$, and all other extreme vertices $i_{1} i_{2} \ldots i_{r} \ell \ldots \ell, 0 \leqslant \ell \leqslant k-1, \ell \neq j$, are adjacent to code vertices inside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ ". In Theorem 3.3 we shall prove that this is also possible only for even $m=n-r$.
$S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{*}$ means:
"For $0 \leqslant \ell \leqslant k-1$ all extreme vertices $i_{1} i_{2} \ldots i_{r} \ell \ldots \ell$ of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$
are adjacent to code vertices outside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ ". In Theorem 3.3 we shall prove that this is possible only for odd $m=n-r$.
$S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{j}$ means:
" $i_{1} i_{2} \ldots i_{r} j \ldots j$ belongs to $C$, and in $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ all other extreme vertices $i_{1} i_{2} \ldots i_{r} \ell \ldots \ell, 0 \leqslant \ell \leqslant k-1, \ell \neq j$, are adjacent to code vertices inside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ ". In Theorem 3.3 we shall prove that this is also possible only for odd $m=n-r$.
In Figure 3 the above four cases are schematically presented, while in Figure 4 several examples are depicted.

The usage of subscripts and superscripts was selected in such a way that subscripts are used in cases when $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ is "self-sufficient", that is, when any vertex of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ is either an element of $C$, or is adjacent to an element of $C$ inside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$. A superscript is used when this is not the case.

| $m=n-r$ is odd | $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{j}$ |  |
| :---: | :---: | :---: |
| $m=n-r$ is even | $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{*}$ | $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{j}$ |

Figure 3: Possible relation of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ to a given $C$

## 3. Main results

In this section we prove that for any $n \geqslant 1$ and $k \geqslant 1$ the graph $S(n, k)$ contains a unique 1-perfect code. More precisely, every 1-perfect code $C$ contains at least one extreme vertex and, assuming that the extreme vertex $00 \ldots 0$ belongs to $C$, we prove that $C$ is unique. As $S(n, 1)=K_{1}$ for any $n$, there is nothing to be proved in this case. $S(n, 2)$ is isomorphic to the path on $2^{n}$ vertices and a simple argument gives the claim also in this case. As we already mentioned, the result for $k=3$ was established in [5].

For a fixed 1-perfect code $C$ in $S(n, k), k \geqslant 2$, and for any extreme vertex of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$, there are exactly three possibilities:

1. $v$ is adjacent to a code vertex inside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$;
2. $v$ is adjacent to a code vertex outside $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$;
3. $v$ is a code vertex.

Denote the number of extreme vertices of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ of type 1,2 , and 3 by $a, b$, and $c$, respectively. Note that $a=k-b-c$. In order to simplify the notation set $m=n-r$; note that $1 \leqslant m \leqslant n$. Recall that $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ for $r=0$ means the graph $S(n, k)$ itself.

Lemma 3.1 and Proposition 3.2 demonstrate how simple number-theoretic techniques can give us a lot of information about 1-perfect codes in $S(n, k)$.

Lemma 3.1. Let $C$ be a fixed 1 -perfect code in $S(n, k), k \geqslant 2$. Let $i_{1} i_{2} \ldots i_{r}$ be any element of $\{0,1, \ldots, k-1\}^{r}$, where $r \in\{0,1, \ldots, n-1\}$. If $b, c$, and $m$ have the same meaning as above, then

$$
(k+1) \mid\left(k^{m}-c k-b\right)
$$

Proof: Denote $H=S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ and note first that $H$ has $k^{m}$ vertices. An extreme vertex of $H$ has $k-1$ neighbours in $H$. Hence in the closed neighbourhoods in
$H$ of extreme vertices of type 3 there are $c k$ vertices of $H$. If an extreme vertex $u$ of $H$ is adjacent to a code vertex $v$ of $C, v \notin H$, then $u$ is clearly adjacent to no code vertex of $H$. The remaining $k^{m}-c k-b$ vertices of $H$ are of degree $k$ and hence they must be covered by closed neighbourhoods of size $k+1$. It follows that $k^{m}-c k-b$ must be divisible by $k+1$.

Proposition 3.2. Under the assumptions of Lemma 3.1, if $m$ is even, then either $c=k$ and $b=0$, or $b=c+1$, and if $m$ is odd, then either $c=0$ and $b=k$, or $c=b+1$.

Proof: Since $-1 \equiv k(\bmod (k+1))$, it follows $(-1)^{m} \equiv k^{m}(\bmod (k+1))$, and then $(-1)^{m}-c k-b \equiv k^{m}-c k-b(\bmod (k+1))$. Using Lemma 3.1 we infer $(-1)^{m}-c k-b \equiv 0(\bmod (k+1))$, thus $(-1)^{m}+c-b \equiv c(k+1)(\bmod (k+1))$. We conclude that $(-1)^{m}+c-b \equiv 0(\bmod (k+1))$.
CASE 1. $m$ is even. Since $1+c-b \equiv 0(\bmod (k+1))$, there is an integer $\ell$, such that

$$
b-c=1+(k+1) \ell
$$

From $0 \leqslant b+c \leqslant k$ it follows $0 \leqslant 2 c+1+(k+1) \ell \leqslant k$.
In case $\ell \geqslant 1$ we get a contradiction from the right hand side inequality: $2 c+1$ $\leqslant k(1-\ell)-\ell<0$. In case $\ell \leqslant-2$, the left hand side inequality gives a contradiction: $2 c+1 \geqslant(k+1) \ell \geqslant 2(2 k+1)$, hence $c>k$. Therefore, there are only two possibilities: $\ell=0$, or $\ell=-1$.
$\ell=0$ gives $b=c+1$, and $\ell=-1$ gives $b=c+k$. Since $b \leqslant k$ and $c \geqslant 0$, the second case is possible only when $c=0$ and $b=k$.
Case 2. $m$ is odd. In this case we get $-1+c-b \equiv 0(\bmod (k+1))$, and therefore there is an integer $\ell$, such that

$$
c-b=1+(k+1) \ell
$$

We now proceed as in the even case, except that we interchange $b$ and $c$.
In fact, a stronger result than the one given in Proposition 3.2 can be proved:
Theorem 3.3. Under the assumptions of Lemma 3.1, if $m$ is even, then either $c=k$ and $b=0$, or $c=0$ and $b=1$, and if $m$ is odd, then either $c=0$ and $b=k$, or $c=1$ and $b=0$.

Proof: We are going to prove, by induction on $m=n-r \in\{1, \ldots, n\}$, that for any subgraph $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ of $S(n, k)$ exactly one of the following holds true (the reader is advised to use Figure 4 to visualise these cases in the proof):

1. $m=n-r$ is even, $c=k, b=0$, that is, $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{*}$;
2. $m=n-r$ is even, $c=0, b=1$, that is, $S\left(n, k ; i_{1}, \ddot{i}_{2}, \ldots, i_{r}\right)^{j}$;


Figure 4: Examples of subgraphs in $S(4,3)$
3. $m=n-r$ is odd, $c=0, b=k$, that is, $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{*}$;
4. $m=n-r$ is odd, $c=1, b=0$, that is, $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{j}$.

For $m=1$, since $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)$ is isomorphic to the complete graph $K_{k}$, there are only two possibilities: the subgraph $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)$ contains no code vertex, or it contains exactly one code vertex. In the first case all vertices are adjacent to code vertices outside the subgraph, hence $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)^{*}$. In the second case let $i_{1} i_{2} \ldots i_{n-1} j \in C$. Since all other vertices of the subgraph are adjacent to $i_{1} i_{2} \ldots i_{n-1} j$, the subgraph is of type $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)_{j}$.

In the rest of the proof we shall use the following abbreviations. Let $H$ $=S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ and $H(\ell)=S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}, \ell\right)$.

Let $m$ be an even number, and suppose the claim holds for $m-1$. Consider the subgraph $H$ with $n-r=m$. For each of its subgraphs $H(\ell), 0 \leqslant \ell \leqslant k-1$, either $H(\ell)^{*}$ or $H(\ell)_{j}$ holds by the inductive assumption.

Suppose first that for any $\ell$ we have $H(\ell)_{j}$ (for each $\ell$ for some $j$ ). Then all $k$ code
vertices that are the extreme vertices of $H(\ell), 0 \leqslant \ell \leqslant k-1$, must be the extreme vertices of $H$. Indeed, otherwise there would be an extreme vertex of some $H(\ell)$ adjacent to a code vertex outside $H(\ell)$, and such does not exist. Thus in this case we have $H_{*}$. That also means that for each $\ell$ the corresponding $j$ equals $\ell$, that is, when $H_{*}$ then $H(j)_{j}$, $0 \leqslant j \leqslant k-1$.

Suppose next that $H(i)^{*}$ holds for at least one subgraph $H(i)$ of $H$. Any two different subgraphs $H\left(i^{\prime}\right)$ and $H\left(i^{\prime \prime}\right)$ are joined by an edge. Hence they cannot simultaneously satisfy $H\left(i^{\prime}\right)^{*}$ and $H\left(i^{\prime \prime}\right)^{*}$, for otherwise one of them would contain an extreme vertex belonging to $C$. Thus in this case there is a unique $H(i)$ with $H(i)^{*}$ and $H(\ell)_{j}$ for $0 \leqslant \ell \leqslant k-1, \ell \neq i$ (for each $\ell$ for some $j$ ). Then the extreme vertices $i_{1} i_{2} \ldots i_{r} \ell i i \ldots i$ of $H(\ell)$ are code vertices adjacent to the extreme vertices of $H(i)$. Indeed, otherwise there would be an extreme vertex of $H(i)$ adjacent to a non-code vertex that is an extreme vertex of one of the $H(\ell), 0 \leqslant \ell \leqslant k-1, \ell \neq i$, contrary to the requirement that it must be adjacent to a code vertex outside $H(i)$ (note that it cannot be adjacent to more than one vertex outside $H(i)$ ). Thus in this case we have $H^{i}$, since the remaining extreme vertex of $H(i)$ must be adjacent to a code vertex outside $H$. Hence it is an extreme vertex of $H$, and the extreme vertex of $H$ belonging to $H(i)$ is $i_{1} i_{2} \ldots i_{r} i i \ldots i$. By this we have also proved that $H^{i}$ implies $H(i)^{*}$ and $H(j)_{i}, j \neq i$, since the extreme vertex $i_{1} i_{2} \ldots i_{r} i j \ldots j$ of $H(i)$ is adjacent to the code vertex $i_{1} i_{2} \ldots i_{r} j i \ldots i$, which is an extreme vertex of $H(j)$.

Let now $m>1$ be an odd number, and suppose the claim holds for $m-1$. Consider the subgraph $H$ with $n-r=m$. Each of its subgraphs $H(\ell), 0 \leqslant \ell \leqslant k-1$, satisfies by the inductive assumption either $H(\ell)_{*}$ or $H(\ell)^{j}$.

Assume first that for any $\ell$ we have $H(\ell)^{j}$ (for each $\ell$ for some $j$ ). Then all $k$ extreme vertices of $H(\ell), 0 \leqslant \ell \leqslant k-1$, which are adjacent to code vertices outside $H(\ell)$ (one for each $\ell$ ), must be in fact adjacent to code vertices outside $H$, since inside $H$ they are adjacent only to other extreme vertices of subgraphs $H(\ell)$, and none of them is a code vertex. Therefore, these $k$ vertices must be extreme vertices of $H$, since only they may be adjacent to vertices outside $H$. That means that we have $H^{*}$. From the argument we also infer that $H^{*}$ implies $H(i)^{i}, 0 \leqslant i \leqslant k-1$.

Suppose next that $H(i)_{*}$ holds for at least one subgraph $H(i)$ of $H$. Then such a subgraph is clearly unique, for otherwise $C$ is not a 1-perfect code. Hence let $H(i)$ satisfies $H(i)_{*}$ and let $H(\ell)$, for $0 \leqslant \ell \leqslant k-1, \ell \neq i$, satisfy $H(\ell)^{j}$ (for each $\ell$ for some $j$ ). Then $k-1$ extreme vertices of $H(i)$ must be adjacent precisely to those extreme vertices of subgraphs $H(\ell)$, for $0 \leqslant \ell \leqslant k-1, \ell \neq i$, which are adjacent to code vertices outside $H(\ell)$. Indeed, other extreme vertices of $H(\ell), 0 \leqslant \ell \leqslant k-1, \ell \neq i$, are adjacent to code vertices inside corresponding $H(\ell)$. That means that in this case we have $H_{i}$. Since any extreme vertex $i_{1} i_{2} \ldots i_{r} i j \ldots j$ of $H(i), j \neq i$, is adjacent to $i_{1} i_{2} \ldots i_{r} j i \ldots i$, which is an extreme vertex of $H(j)$, we have also proved that $H_{i}$ implies $H(i)_{*}$ and $H(j)^{i}, j \neq i$.

This completes the inductive proof.
Note that the above proof demonstrates that, with respect to $C$, the structure of the subgraphs $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ is strictly determined by the structure of the subgraphs $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}, \ell\right), 0 \leqslant \ell \leqslant k-1$. Figures 5 and 6 show schematically how the graphs $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ are built from the subgraphs $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}, \ell\right), 0 \leqslant \ell \leqslant k-1$, in all possible cases.

In Figure 5 the bottom row shows the only two possibilities when $m=n-r$ is even. The left hand side of the figure shows that when $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{*}$, then $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}, i\right)_{i}, 0 \leqslant i \leqslant k-1$, and the right hand side shows that when $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{i}$, then $S\left(n, k ; i_{1}, \ldots, i_{r}, i\right)^{*}$ and $S\left(n, k ; i_{1}, \ldots, i_{r}, j\right)_{i}$, for all $j \neq i$.


Figure 5: The structure of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ when $m=n-r$ is even
In Figure 6 the bottom row shows the only two possibilities when $m=n-r$ is odd. The left hand side of the figure shows that if $S\left(n, k ; i_{1}, \ldots, i_{r}\right)_{i}$, then $S\left(n, k ; i_{1}, \ldots, i_{r}, i\right)_{*}$ and $S\left(n, k ; i_{1}, \ldots, i_{r}, j\right)^{i}$, for all $j \neq i$, while the right hand side shows that $S\left(n, k ; i_{1}, \ldots, i_{r}\right)$ ) implies $S\left(n, k ; i_{1}, \ldots, i_{r}, i\right)^{i}, 0 \leqslant i \leqslant k-1$.

In the following theorem we include what we have just illustrated and proved while proving Theorem 3.3:

Theorem 3.4. Let $C$ be a fixed 1-perfect code in $S(n, k), k \geqslant 2$ and let $r \in\{0,1, \ldots, n-1\}$. Then:


Figure 6: The structure of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)$ when $m=n-r$ is odd

1. $S\left(n, k ; i_{1}, \ldots, i_{r}\right)_{*}$ implies $S\left(n, k ; i_{1}, \ldots, i_{r}, j\right)_{j}, 0 \leqslant j \leqslant k-1$;
2. $S\left(n, k ; i_{1}, \ldots, i_{r}\right)^{i}$ implies $S\left(n, k ; i_{1}, \ldots, i_{r}, i\right)^{*}$ and $S\left(n, k ; i_{1}, \ldots, i_{r}, j\right)_{i}$ for $0 \leqslant j \leqslant k-1, j \neq i$;
3. $S\left(n, k ; i_{1}, \ldots, i_{r}\right)^{*}$ implies $S\left(n, k ; i_{1}, \ldots, i_{r}, i\right)^{i}, 0 \leqslant i \leqslant k-1$;
4. $S\left(n, k ; i_{1}, \ldots, i_{r}\right)_{i}$ implies $S\left(n, k ; i_{1}, \ldots, i_{r}, i\right)_{*}$ and $S\left(n, k ; i_{1}, \ldots, i_{r}, j\right)^{i}$ for $0 \leqslant j \leqslant k-1, j \neq i$.

Cases 1 and 2 are possible when $m=n-r$ is even, and cases 3 and 4 are possible when $m$ is odd.

Understanding the structure of the subgraphs $S\left(n, k ; i_{1}, \ldots, i_{r}\right)$ with respect to a given 1-perfect code will enable us to prove our main result on the existence and uniqueness of 1-perfect codes in graphs $S(n, k)$, as well as to describe a decoding algorithm and prove its correctness. Before that, we state a simple consequence of Theorem 3.3.

Corollary 3.5. Let $C$ be a fixed 1-perfect code in $S(n, k), k \geqslant 2$. If $n$ is odd, $C$ contains exactly one extreme vertex $j j \ldots j$, and if $n$ is even, $C$ contains all extreme vertices of $S(n, k)$.

Proof: Clearly, for the whole graph $S(n, k)$ we have $b=0$. Hence Theorem 3.3 implies $c=k$ if $m$ is even, and $c=1$ if $m$ is odd.

THEOREM 3.6. For any $n \geqslant 1$ and any $k \geqslant 1$ the graph $S(n, k)$ has a unique 1 -perfect code, if $n$ is even, and there are exactly $k$ 1-perfect codes, if $n$ is odd. More precisely, let $n$ be odd and let $j j \ldots j$ be the extreme vertex of $S(n, k)$ belonging to a 1-perfect code $C$. Then $C$ is unique.

Proof: We first show the uniqueness claims by repeated applications of Theorem 3.4.

Let $n$ be even and let $C$ be a 1-perfect code in $S(n, k)$. By Corollary 3.5 all extreme vertices of $S(n, k)$ belong to $C$, therefore $S(n, k)_{*}$ holds. Recall that $S(n, k)$ is induced by the (disjoint) subgraphs $S(n, k ; i)$. Case 1 of Theorem 3.4 implies that $S(n, k ; i)_{i}$ holds for all $i$. $S(n, k)$ is also induced by the subgraphs $S(n, k ; i, j)$, so using Case 4 of the same theorem we get $S(n, k ; i, i)_{*}$ and $S(n, k ; i, j)^{i}$, for $j \neq i$. Moreover, for each of the subgraphs it is uniquely determined which property it satisfies. Applying Cases 1 and 2 and considering $S(n, k)$ as the graph induced by the subgraphs $S(n, k ; i, j, \ell)$, we find that for each of them it is uniquely determined whether it satisfies $S(n, k ; i, j, \ell)_{p}$ or $S(n, k ; i, j, \ell)^{*}$. Alternating applications of Cases 3 and 4, and Cases 1 and 2 and considering $S(n, k)$ as the graph induced by the subgraphs $S\left(n, k ; i_{1} \ldots i_{n-1}\right)$, we conclude that for each of them it is uniquely determined whether it satisfies $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)^{*}$ or $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)_{q}$ (for each choice of indices $i_{1}, i_{2}, \ldots, i_{n-1}$ the property holding true is also uniquely determined, as well as the index $q$ in the second case). If $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)^{*}$, then $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)$ contains no code vertex, and $i_{1} i_{2} \ldots i_{n-1} q$ is the only code vertex of $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)$ if $S\left(n, k ; i_{1}, i_{2}, \ldots, i_{n-1}\right)_{q}$ (recall that these graphs are isomorphic to the complete graphs). Hence, vertices belonging to $C$ are uniquely determined.

Proof for the odd case is analogous, except that we start from $S(n, k)_{j}$ and apply Case 4 Theorem 3.4 in the first step.

We next show that the only possible candidates for 1-perfect codes described above indeed exist. We proceed by induction on $n$. Simultaneously we prove by the same induction that for any even $n$, there is a subset $D_{n} \subseteq V(S(n, k))$, such that any vertex $v \neq 00 \ldots 0$ of $S(n, k)$ either belongs to $D_{n}$ or is adjacent to exactly one vertex from $D_{n}$, and that $00 \ldots 0$ is neither in $D_{n}$ nor adjacent to any vertex of $D_{n}$. Also, by the same induction we prove that for any odd $n$, there is a subset $D_{n} \subseteq V(S(n, k))$, such that any vertex $v \neq i i \ldots i, 0 \leqslant i \leqslant k-1$, either belongs to $D_{n}$ or is adjacent to exactly one vertex from $D_{n}$, and that any vertex $i i \ldots i, 0 \leqslant i \leqslant k-1$, is neither in $D_{n}$ nor adjacent to any vertex of $D_{n}$.

Obviously any one-element subset of $V(S(1, k))$ is a 1-perfect code in $S(1, k)$. It is also clear that the set of all extreme vertices in $V(S(2, k))$ is a 1-perfect code in $S(2, k)$, see Figure 1. Also, $D_{1}=\emptyset$ and $D_{2}=\{10,20, \ldots(k-1) 0\}$ satisfy all the requirements of the additional claims for $S(1, k)$ and $S(2, k)$, respectively.

Let $n>2$ be an even number. Then $n-1>1$ is an odd number, and by inductive assumption there is exactly one 1 -perfect code $C \subseteq V(S(n-1, k))$ containing $00 \ldots 0$.

For each $i, 0 \leqslant i \leqslant k-1$, let $f_{i}: V(S(n-1, k)) \longrightarrow V(S(n, k))$ be an isomorphism from $S(n-1, k)$ onto the subgraph $S(n, k ; i)$ of $S(n, k)$ such that $f_{i}(00 \ldots 0)=i i \ldots i$. Then $f_{0}(C) \cup \cdots \cup f_{k-1}(C)$ is a 1-perfect code in $S(n, k)$. Namely, any vertex from $S(n, k ; i)$ either belongs to $f_{i}(C)$, or is adjacent to exactly one vertex from $f_{i}(C)$, and is not adjacent to any of the vertices from $f_{j}(C)$ for $j \neq i$. This follows from the observation that the only edge connecting the subgraph $f_{i}(C)$ with the subgraph $f_{j}(C)$ is the edge between $i j j \ldots j$ and $j i i \ldots i$, and that an extreme vertex of $S(n-1, k)$, different from $00 \ldots 0$, is mapped by $f_{j}$ to $j i i \ldots i$, and it does not belong to $C$.

Let $D_{n-1} \subseteq V(S(n-1, k))$ be a set such that any vertex of $S(n-1, k)$ but $i i \ldots i$, $0 \leqslant i \leqslant k-1$, either belongs to $D_{n-1}$, or is adjacent to exactly one vertex from $D_{n-1}$. For $i=0, \ldots, k-1$ let $g_{i}: V(S(n-1, k)) \longrightarrow V(S(n, k))$ be an isomorphism from $S(n-1, k)$ onto the subgraph $S(n, k ; i)$ of $S(n, k)$ such that $g_{i}(00 \ldots 0)=i 0 \ldots 0$. Then any vertex of $S(n, k)$ but $00 \ldots 0$ either belongs to $g_{0}\left(D_{n-1}\right) \cup g_{1}(C) \cup \cdots \cup g_{k-1}(C)$, or is adjacent to exactly one of its vertices. This follows by isomorphism properties for all but extreme vertices of $S(n, k ; 0)$. The claim for any vertex of the form $0 i \ldots i, 1 \leqslant i \leqslant k-1$ follows from the fact that $0 i \ldots i$ is adjacent to $i 0 \ldots 0$, and $i 0 \ldots 0 \in g_{i}(C)$. Since $00 \ldots 0$ is not adjacent to any vertex not in $g_{0}\left(D_{n-1}\right)$, it also satisfies the required properties.

Let $n>2$ be an odd number. Then $n-1>1$ is an even number, and by inductive assumption there is exactly one 1-perfect code $C \subseteq V(S(n-1, k))$. Also, there is a subset $D_{n-1} \subseteq V(S(n-1, k))$, such that any vertex of $S(n-1, k)$ but $00 \ldots 0$ either belongs to $D_{n-1}$, or is adjacent to exactly one vertex from $D_{n-1}$. For $i=0, \ldots, k-1$ let $g_{i}: V(S(n-1, k)) \longrightarrow V(S(n, k))$ be defined as above. Then any vertex of $S(n, k)$ either belongs to $g_{0}(C) \cup g_{1}\left(D_{n-1}\right) \cup \cdots \cup g_{k-1}\left(D_{n-1}\right)$, or is adjacent to exactly one of its vertices. This again follows from the fact that $0 i \ldots i$ is adjacent to $i 0 \ldots 0$.

Finally, for $i=1, \ldots, k-1$ let $f_{i}: V(S(n-1, k)) \longrightarrow V(S(n, k))$ be defined as above. Then $f_{0}\left(D_{n-1}\right) \cup \cdots \cup f_{k-1}\left(D_{n-1}\right)$ satisfies the requirement, that each vertex of $S(n, k)$, except the extreme vertices, either belongs to this set, or is adjacent to exactly one vertex from it. This follows from the isomorphism embedding properties, and from the observation that no extreme vertex belongs to $D_{n-1}$, which is easily proved by the same induction, if this claim is added to the list of claims proved by the induction.

The obtained results allow us to calculate $\gamma(S(n, k))$ as follows. Let $r=0,1, \ldots$, $n-1, m=n-r$. If $m$ is odd, let

$$
\begin{array}{ll}
c(m)=\left|C \cap V\left(S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)\right)\right|, & \text { if } S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{j}, \quad \text { and } \\
b(m)=\left|C \cap V\left(S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)\right)\right|, & \text { if } S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{*}
\end{array}
$$

If $m$ is even, let

$$
\begin{array}{ll}
c(m)=\left|C \cap V\left(S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)\right)\right|, & \text { if } S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)_{*}, \text { and } \\
b(m)=\left|C \cap V\left(S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)\right)\right|, & \text { if } S\left(n, k ; i_{1}, i_{2}, \ldots, i_{r}\right)^{j}
\end{array}
$$

Introduction of this notation simplifies the formulation of the following corollary, and is in the same time justified by it, since the inductive proof of the corollary shows that the cardinalities of the above intersections do not depend on the choice of $i_{1}, i_{2}, \ldots, i_{r}$, and $j$.

Corollary 3.7. For any $\ell \geqslant 1$,

$$
\begin{aligned}
c(2 \ell-1) & =\frac{k^{2 \ell-1}+1}{k+1}, & b(2 \ell-1) & =k \frac{k^{2 \ell-2}-1}{k+1} \\
c(2 \ell) & =k \frac{k^{2 \ell-1}+1}{k+1}, & b(2 \ell) & =\frac{k^{2 \ell}-1}{k+1}
\end{aligned}
$$

Proof: Obviously $c(1)=1, b(1)=0$. From Theorem 3.4 we obtain the recursive formulas

$$
\begin{aligned}
c(2 \ell) & =k c(2 \ell-1) \\
b(2 \ell) & =b(2 \ell-1)+(k-1) c(2 \ell-1) \\
c(2 \ell+1) & =c(2 \ell)+(k-1) b(2 \ell) \\
b(2 \ell+1) & =k b(2 \ell)
\end{aligned}
$$

for $\ell \geqslant 1$. From these we obtain the following inductive proof:

$$
\begin{aligned}
c(2 \ell) & =k c(2 \ell-1)=k \frac{k^{2 \ell-1}+1}{k+1} ; \\
b(2 \ell) & =b(2 \ell-1)+(k-1) c(2 \ell-1)=k \frac{k^{2 \ell-2}-1}{k+1}+(k-1) \frac{k^{2 \ell-1}+1}{k+1}=\frac{k^{2 \ell}-1}{k+1} ; \\
c(2 \ell+1) & =c(2 \ell)+(k-1) b(2 \ell)=k \frac{k^{2 \ell-1}+1}{k+1}+(k-1) \frac{k^{2 \ell}-1}{k+1}=\frac{k^{2 \ell+1}+1}{k+1} ; \\
b(2 \ell+1) & =k b(2 \ell)=k \frac{k^{2 \ell}-1}{k+1} .
\end{aligned}
$$

Applying Proposition 2.1 and Corollary 3.7 we get:
Theorem 3.8. For any $n \geqslant 1$ and any $k \geqslant 1$,

$$
\gamma(S(n, k))= \begin{cases}\frac{k \frac{k^{n-1}+1}{k+1} ;}{} n \text { even } \\ \frac{k^{n}+1}{k+1} ; & n \text { odd }\end{cases}
$$

## 4. The decoding algorithm

Let $C$ be a given 1-perfect code in $S(n, k)$ and let $v=v_{1} v_{2} \ldots v_{n}$ be a given vertex of $S(n, k)$. The algorithm presented below decides whether $v$ is a code vertex, and if it is not, computes the adjacent code vertex $v^{\prime}$. The algorithm is presented in a pseudo code to make it as clear as possible.

```
subroutine \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)_{j}\) begin
        if \((r=n-1)\)
            then if \(\left(v_{n}=j\right)\)
            then \(v \in C\)
            else \(v^{\prime}=\left(v_{1}, v_{2}, \ldots, v_{n-1}, j\right)\)
        else if \(\left(v_{r+1}=j\right)\)
            then call \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r+1}\right)_{*}\)
            else call \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r+1}\right)^{j}\)
    end
subroutine \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)^{*}\) begin
        if \((r=n-1)\)
        then \(v=v_{1} \ldots v_{s} i j \ldots j, j \neq i, v^{\prime}=v_{1} \ldots v_{s} j i \ldots i\)
        else call \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r+1}\right)^{v_{r+1}}\)
end
subroutine \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)_{*}\) begin
        call \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r+1}\right)_{v_{r+1}}\)
    end
    subroutine \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)^{j}\) begin
        if ( \(v_{r+1}=j\) )
            then call \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r+1}\right)^{*}\)
            else call \(S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r+1}\right)_{j}\)
end
main_program begin
        if ( \(n\) odd)
            then call \(S(n, k)_{j}\)
            else call \(S(n, k)_{*}\)
end
```

The algorithm first decides whether $n$ is odd or even. In the first case we must know which extreme vertex $j j \ldots j$ belongs to $C$ and at line 25 the algorithm calls the subroutine $S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)_{j}$ with $r=0$. If $n$ is even, the algorithm calls the subroutine $S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)_{*}$ with $r=0$ at line 26. The flow of the algorithm is graphically presented in Figure 7.

The algorithm ends when $r=n-1$. This happens either in the subroutine $S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)_{j}$ or in $S\left(n, k ; v_{1}, v_{2}, \ldots, v_{r}\right)^{*}$. In the first case, if $v_{n}=j$, vertex $v$ is determined to be a code vertex (at line 4), else its neighbour $v_{1} v_{2} \ldots v_{n-1} j$ is a code vertex (at line 5). In the second case $v$ is not a code vertex, neither is a code vertex any of its neighbours in the complete graph $S\left(n, k ; v_{1}, v_{2}, \ldots, v_{n-1}\right)$. Since we ended in the subroutine $S\left(n, k ; v_{1}, v_{2}, \ldots, v_{n-1}\right)^{*}$, vertex $v$ is adjacent to a unique code vertex $v^{\prime}$


Figure 7: State transition diagram
outside of the complete graph (at line 12). The vertex $v^{\prime}$ is determined in the following way. If $v=v_{1} \ldots v_{s} i j \ldots j, j \neq i$, then $v^{\prime}=v_{1} \ldots v_{s} j i \ldots i$. To compute the value of $s$, we have two possibilities. Either we keep track of the last index $r$ for which two consecutive components $v_{r-1}$ and $v_{r}$ differed during the flow of the algorithm, or we separately compute such value at the very end of the algorithm, namely at line 12.

This completes our description of the algorithm. The fact that it works as claimed follows immediately from (the proofs of) Theorems 3.6 and 3.4.

We conclude the paper by noting that the decoding algorithm is optimal, that is, it is linear in the length $n$ of an input word.
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