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#### Abstract

The purpose of this paper is to provide sufficient geometric conditions that imply the existence of a cubic parametric polynomial curve which interpolates six points in the plane. The conditions turn out to be quite simple and depend only on certain determinants derived from the data points.
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## 1 Introduction

The geometric interpolation was introduced in [1] as a Hermite cubic interpolation of two points, tangent directions and curvatures. It was shown that a planar convex curve can be approximated up to the sixth order accuracy. High approximation order is one of the reasons for the further work on the subject. The other is the fact that interpolating curve depends on geometric quantities (data points, tangent directions, curvatures, etc.) which are independent of parameterization. This places the geometric interpolation among important tools in the CAGD applications.

The geometric schemes include nonlinear equations, so the questions like existence of solution and efficient implementation have to be considered. That makes geometric schemes somewhat difficult to handle. The analysis is mainly done in an asymptotic way, i.e., the data are assumed to be sampled dense

[^0]enough from a smooth curve ([1], [2], [3], [4], [5], [6], [7]). Beside some special cases, like the interpolation of conic sections or of circular arcs ([8], [9], [10], [11], [12], [13]), there are only few results concerning geometric conditions that ensure the existence of the interpolant.

The interpolation by a parametric parabola at four distinct planar points was studied in [14], where the conditions were established through geometric arguments. In [15] the algebraic approach was applied, and results were extended to all possible cases (Taylor, Hermite, Lagrange). Perhaps the most general results can be found in [16], where the necessary and sufficient geometric conditions for the simplest nontrivial geometric interpolation schemes in all dimensions, i.e., the interpolation of $n+2$ distinct points in $\mathbb{R}^{n}$ by a polynomial curve of degree $\leq n$ are outlined.

In this paper, the Lagrange interpolation at six points in $\mathbb{R}^{2}$ by a cubic polynomial curve is studied and simple sufficient geometric conditions that ensure the existence of the interpolant are given. The problem is stated as follows. Let

$$
\boldsymbol{T}_{0}, \boldsymbol{T}_{1}, \ldots, \boldsymbol{T}_{5} \in \mathbb{R}^{2}, \quad \boldsymbol{T}_{i} \neq \boldsymbol{T}_{i+1},
$$

be a given sequence of data points. Find a cubic parametric curve

$$
\boldsymbol{P}_{3}:[0,1] \rightarrow \mathbb{R}^{2},
$$

that interpolates these points at some values $t_{i}$ ordered as

$$
\begin{equation*}
0=: t_{0}<t_{1}<\cdots<t_{5}:=1 . \tag{1}
\end{equation*}
$$

The admissible parameters $t_{i}$ can be viewed as components of a point in the open simplex

$$
\mathcal{D}:=\left\{\boldsymbol{t}:=\left(t_{i}\right)_{i=0}^{5} ; \quad 0=: t_{0}<t_{1}<\cdots<t_{5}:=1\right\}
$$

with the boundary $\partial \mathcal{D}$ where at least two different $t_{i}$ coincide. The nonlinear part of the problem is to determine the parameters $\boldsymbol{t} \in \mathcal{D}$ that satisfy

$$
\begin{equation*}
\boldsymbol{P}_{3}\left(t_{i}\right)=\boldsymbol{T}_{i}, \quad i=0,1, \ldots, 5 . \tag{2}
\end{equation*}
$$

Once the parameters $t_{i}$ are determined, it is straightforward to obtain coefficients of $P_{3}$ using any standard interpolation scheme componentwise.

As a motivation, let us compare the cubic geometric scheme with a componentwise quintic interpolation, where a parameterization is chosen in advance as the uniform, and the chord length parameterization. The cubic curve (black) clearly does the job much better than its quintic counterparts as one can observe in Fig. 1. The shape of the geometric interpolatory curve is as one would require for the given data points, without any visible extraneous inflections. Also, the computational effort to compute this six cubic interpolants turns out
to be negligible. The Newton method with equidistant starting values $t_{i}=\frac{i}{5}$ converges within a machine precision accuracy in eight iterations on average.


Fig. 1. A geometric cubic interpolant (black) and a quintic polynomial interpolating curves with uniform (grey) and chord length parameterization (dashed).

There is perhaps a simple explanation to the fact that the cubic geometric interpolatory curves are superior. An approximate curvature, with denominator neglected, is a parabola

$$
\operatorname{det}\left(\dot{P}_{3}, \ddot{P}_{3}\right)
$$

so the rate of change of the curvature is approximately linear what pleases most the human eye.

## 2 The main results

The key role in this paper is played by the matrix of data differences,

$$
\Delta \boldsymbol{T}:=\left(\Delta \boldsymbol{T}_{i}\right)_{i=0}^{4} \in \mathbb{R}^{2 \times 5}
$$

where $\Delta \boldsymbol{T}_{i}:=\boldsymbol{T}_{i+1}-\boldsymbol{T}_{i}$, and by the signs and ratios of its minors

$$
D_{i, j}:=\operatorname{det}\left(\Delta \boldsymbol{T}_{i}, \Delta \boldsymbol{T}_{j}\right) .
$$

These are the volumes of parallelograms spanned by the vectors $\Delta \boldsymbol{T}_{i}, \Delta \boldsymbol{T}_{j}$. Let us define

$$
\begin{aligned}
\lambda_{1}:=\frac{D_{0,1}}{D_{1,2}}, \quad \lambda_{2} & :=\frac{D_{0,2}}{D_{1,2}}, \quad \lambda_{3}:=\frac{D_{2,4}}{D_{2,3}}, \lambda_{4}:=\frac{D_{3,4}}{D_{2,3}}, \quad \delta:=\frac{D_{1,3}}{D_{1,2}}, \quad \mu:=\frac{D_{2,3}}{D_{1,2}}, \\
\gamma_{1} & :=\frac{\lambda_{2}\left(1+\lambda_{2}\right)}{\lambda_{1}\left(1+\lambda_{2}\right)+\sqrt{\lambda_{1}\left(1+\lambda_{2}\right)\left(\lambda_{1}+\lambda_{2}\right)}}, \\
\gamma_{2} & :=\frac{\lambda_{3}\left(1+\lambda_{3}\right)}{\lambda_{4}\left(1+\lambda_{3}\right)+\sqrt{\lambda_{4}\left(1+\lambda_{3}\right)\left(\lambda_{3}+\lambda_{4}\right)}}
\end{aligned}
$$

Note that the data points with a convex control polygon, as in the first three figures of Fig. 1, have $\mu>0$ and $\lambda_{i}>0, i=1,2,3,4$. The control polygons of the data points in the last three figures of Fig. 1 change from convexity to concavity at $\Delta \boldsymbol{T}_{2}$. Such data have $\lambda_{i}>0$ and $\mu<0$. We will restrict our study to these two types of data. Let us define $\boldsymbol{\lambda}:=\left(\lambda_{i}\right)_{i=1}^{4}$, and the functions

$$
\begin{aligned}
& \vartheta_{1}(\boldsymbol{\lambda}, \mu):=\frac{2 \mu-\gamma_{1}+\sqrt{\gamma_{1}^{2}+4 \mu\left(1+\gamma_{1}\right)}}{2 \gamma_{1}}, \\
& \vartheta_{2}(\boldsymbol{\lambda}, \mu):=\frac{2-\mu \gamma_{2}+\sqrt{\mu^{2} \gamma_{2}^{2}+4 \mu\left(1+\gamma_{2}\right)}}{2 \gamma_{2}}, \\
& \vartheta_{3}(\boldsymbol{\lambda}, \mu):=\frac{\lambda_{1} \mu}{\lambda_{2}}+\frac{\lambda_{4}}{\lambda_{3}}+\frac{\mu}{\lambda_{2}} \sqrt{\frac{\lambda_{1}\left(\lambda_{1}+\lambda_{2}\right)}{1+\lambda_{2}}}, \\
& \vartheta_{4}(\boldsymbol{\lambda}, \mu):=\frac{\lambda_{1} \mu}{\lambda_{2}}+\frac{\lambda_{4}}{\lambda_{3}}+\frac{1}{\lambda_{3}} \sqrt{\frac{\lambda_{4}\left(\lambda_{3}+\lambda_{4}\right)}{1+\lambda_{3}}},
\end{aligned}
$$

that will be used in boundary relations between the constants, that ensure the existence of the solution. The main results of the paper are the following.

Theorem 1 Suppose that $D_{1,2} D_{2,3} \neq 0$ and the data are convex, i.e., $\mu>0$ and $\lambda_{i}>0, i=1,2,3,4$. If either $\vartheta_{\ell}$ are equal, $\vartheta_{1}(\boldsymbol{\lambda}, \mu)=\vartheta_{2}(\boldsymbol{\lambda}, \mu)$, or one of the following conditions is met,

$$
\delta<\min _{\ell=1,2}\left\{\vartheta_{\ell}(\boldsymbol{\lambda}, \mu)\right\} \quad \text { or } \quad \delta>\max _{\ell=1,2}\left\{\vartheta_{\ell}(\boldsymbol{\lambda}, \mu)\right\},
$$

in case they are not equal then the interpolating curve $\boldsymbol{P}_{3}$ that satisfies (2) exists.

Theorem 2 Suppose that $D_{1,2} D_{2,3} \neq 0$, and the data imply an inflection point, i.e., $\mu<0$ and $\lambda_{i}>0$ for all $i$. If

$$
\delta \in\left(\vartheta_{3}(\boldsymbol{\lambda}, \mu), \vartheta_{4}(\boldsymbol{\lambda}, \mu)\right),
$$

then the interpolating curve $\boldsymbol{P}_{3}$ that satisfies (2) exists.
Theorem 1 and Theorem 2 provide only sufficient conditions for the existence of a cubic geometric interpolant. But the next conclusion excludes most of the data that do not satisfy this two theorems.

Theorem 3 The cases where the solution of the interpolation problem (2) does not exist are summarized in the Table 1.

| $D_{1,2} D_{2,3} \neq 0$ |  | $D_{1,2} D_{2,3}=0$ |
| :---: | :---: | :---: |
| $\mu>0$ | $\mu<0$ |  |
| $\lambda_{2} \leq 0, \lambda_{3} \leq 0$ | $\lambda_{2} \leq 0$ | $D_{1,2}=0, D_{2,3}=0$ |
| $\delta \leq 0, \lambda_{1} \leq 0$ | $\lambda_{3} \leq 0$ | $D_{1,2}=0, \lambda_{3} \leq 0$ |
| $\delta \leq 0, \lambda_{4} \leq 0$ | $\lambda_{1} \leq 0, \delta \leq 0$ | $D_{2,3}=0, \lambda_{2} \leq 0$ |
| $\lambda_{1} \leq 0, \lambda_{3} \leq 0, \lambda_{4} \geq 0$ | $\lambda_{4} \leq 0, \delta \geq 0$ | $D_{1,2}=0, D_{0,1} D_{2,3} \geq 0$ |
| $\lambda_{2} \leq 0, \lambda_{4} \leq 0, \lambda_{1} \geq 0$ |  | $D_{2,3}=0, D_{1,2} D_{3,4} \geq 0$ |

Table 1

Some possibilities are not covered by Theorem 1, Theorem 2 or Theorem 3. As an example, consider the points

$$
\begin{array}{lll}
\boldsymbol{T}_{0}=\binom{-20-\zeta}{3}, & \boldsymbol{T}_{1}=\binom{-10}{1}, & \boldsymbol{T}_{2}=\binom{-5}{0}  \tag{3}\\
\boldsymbol{T}_{3}=\binom{5}{0}, & \boldsymbol{T}_{4}=\binom{10}{1}, & \boldsymbol{T}_{5}=\binom{20+\zeta}{3}, \quad \zeta>0
\end{array}
$$

with $\lambda_{1}=\lambda_{4}=-\frac{\zeta}{10}, \lambda_{2}=\lambda_{3}=2, \delta=\mu=1$. Note that neither the requirements of Theorem 1, Theorem 2 nor of Theorem 3 are met. Now, the data (3) admit two solutions for $\zeta \in\left(0, \zeta_{0}\right.$ ], where $\zeta_{0}:=2.95373852$ (Fig. 2). For $\zeta=\zeta_{0}$ both of the solutions coincide with a cusp, but for $\zeta>\zeta_{0}$ no solution can be found.

The examples in Fig. 1 all satisfy the conditions of Theorem 1 or of Theorem 2. Let us look at two of them more precisely. In the first one $\delta<\vartheta_{1}(\boldsymbol{\lambda}, \mu)$. Fig. 3 (left) shows how the positions of points change as $\delta$ approaches $\vartheta_{1}(\boldsymbol{\lambda}, \mu)$. For $\delta \in\left[\vartheta_{1}(\boldsymbol{\lambda}, \mu), \vartheta_{2}(\boldsymbol{\lambda}, \mu)\right]$ no proper solution exists. Similarly, Fig. 3 (right) shows the displacement of points as $\delta$ changes from $\vartheta_{3}(\boldsymbol{\lambda}, \mu)$ to $\vartheta_{4}(\boldsymbol{\lambda}, \mu)$ for the last example of Fig. 1. For $\delta<\vartheta_{3}(\boldsymbol{\lambda}, \mu)$ or $\delta>\vartheta_{4}(\boldsymbol{\lambda}, \mu)$ two solutions $\boldsymbol{t} \in \mathcal{D}$ were found and the problem similar as in the example above has happened.


Fig. 2. Four cubic geometric interpolants at the points (3), with $\zeta=2,2.5,2.8, \zeta_{0}$.


Fig. 3. The change of point positions as $\delta$ approaches $\vartheta_{1}(\boldsymbol{\lambda}, \mu)$ (left), and as $\delta$ changes from $\vartheta_{3}(\boldsymbol{\lambda}, \mu)$ to $\vartheta_{4}(\boldsymbol{\lambda}, \mu)$ (right).

The requirements of Theorem 1 and Theorem 2 are quite simple, but the proof will take several steps. In Section 3 the system (2) will be transformed to a form more suitable for further analysis. In Section 4 it will be proved that any solution of (2) satisfying (1) cannot have the parameters $t_{i}$ arbitrary close to the boundary $\partial \mathcal{D}$. A proof that the obtained nonlinear system has an odd number of solutions for particular data will be given in Section 5. Section 6 will extend this fact to the general case by a convex homotopy and the Brouwer's degree argument.

## 3 The equations

The divided difference $\left[t_{\ell}, t_{\ell+1}, \ldots, t_{\ell+4}\right]$, applied to the system (2), maps any $P_{3}$ to zero. Let

$$
\omega_{\ell}(t):=\left(t-t_{\ell}\right)\left(t-t_{\ell+1}\right) \ldots\left(t-t_{\ell+4}\right), \quad \dot{\omega}_{\ell}(t)=\frac{d}{d t} \omega_{\ell}(t), \quad \ell=0,1 .
$$

Since $t_{i}$ are assumed to be distinct, one can express the divided difference in terms of $\dot{\omega}_{\ell}\left(t_{i}\right)$. The nonlinear part of the system (2), that should determine the unknowns $t_{1}, t_{2}, t_{3}, t_{4}$ thus becomes

$$
\begin{equation*}
\sum_{i=\ell}^{\ell+4} \frac{1}{\dot{\omega}_{\ell}\left(t_{i}\right)} \boldsymbol{T}_{i}=\mathbf{0}, \quad \ell=0,1 . \tag{4}
\end{equation*}
$$

The equations (4) were derived as necessary conditions for the existence of the solution of the interpolation problem (2), but they are sufficient too. A quintic polynomial curve $\boldsymbol{P}_{5}$ that solves the interpolation problem

$$
\begin{equation*}
\boldsymbol{P}_{5}\left(t_{i}\right)=\boldsymbol{T}_{i}, \quad i=0,1, \ldots, 5 \tag{5}
\end{equation*}
$$

at distinct $t_{i}$ is determined uniquely. But if $\boldsymbol{t} \in \mathcal{D}$ satisfies (4), one may apply $\left[t_{\ell}, t_{\ell+1}, \ldots, t_{\ell+4}\right], \ell=0,1$ to both sides of (5). The right hand side vanishes, so should the left one. This reveals that the quintic polynomial curve $\boldsymbol{P}_{5}$ in this case is actually a cubic one, the unique solution of (2). But

$$
\begin{equation*}
\left[t_{\ell}, t_{\ell+1}, \ldots, t_{\ell+4}\right] 1=\sum_{i=\ell}^{\ell+4} \frac{1}{\dot{\omega}_{\ell}\left(t_{i}\right)}=0, \quad \ell=0,1 \tag{6}
\end{equation*}
$$

and the system (4) can be rewritten as

$$
\left(\boldsymbol{T}_{i}-\boldsymbol{T}_{0}\right)_{i=1}^{4}\left(\frac{1}{\dot{\omega}_{0}\left(t_{j}\right)}\right)_{j=1}^{4}=\mathbf{0}, \quad\left(\boldsymbol{T}_{5}-\boldsymbol{T}_{5-i}\right)_{i=1}^{4}\left(\frac{1}{\dot{\omega}_{1}\left(t_{5-j}\right)}\right)_{j=1}^{4}=\mathbf{0}
$$

or, after inserting

$$
\left(\begin{array}{cccc}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right)=\mathrm{Id}
$$

between the two factors, and using (6), as

$$
\left(\Delta \boldsymbol{T}_{i}\right)_{i=\ell}^{\ell+3} \boldsymbol{\sigma}_{\ell}=\mathbf{0}, \quad \boldsymbol{\sigma}_{\ell}:=\left(\sum_{i=\ell}^{\ell+j} \frac{1}{\dot{\omega}_{\ell}\left(t_{i}\right)}\right)_{j=0}^{3}, \quad \ell=0,1 .
$$

From now on let us assume that $D_{\ell+1, \ell+2} \neq 0, \ell=0,1$, as required in Theorem 1 and Theorem 2. The kernel of the matrix $\left(\Delta \boldsymbol{T}_{i}\right)_{i=\ell}^{\ell+3}$ is therefore twodimensional, spanned by

$$
\left(1,-\frac{D_{\ell, \ell+2}}{D_{\ell+1, \ell+2}}, \frac{D_{\ell, \ell+1}}{D_{\ell+1, \ell+2}}, 0\right)^{T}, \quad\left(0,-\frac{D_{\ell+2, \ell+3}}{D_{\ell+1, \ell+2}}, \frac{D_{\ell+1, \ell+3}}{D_{\ell+1, \ell+2}},-1\right)^{T}
$$

Since $\boldsymbol{\sigma}_{\ell}$ must be in the kernel,

$$
\boldsymbol{\sigma}_{\ell}=a_{\ell}\left(\begin{array}{c}
1  \tag{7}\\
-\frac{D_{\ell, \ell+2}}{D_{\ell+1, \ell+2}} \\
\frac{D_{\ell, \ell+1}}{D_{\ell+1, \ell+2}} \\
0
\end{array}\right)+b_{\ell}\left(\begin{array}{c}
0 \\
-\frac{D_{\ell+2, \ell+3}}{D_{\ell+1, \ell+2}} \\
\frac{D_{\ell+1, \ell+3}}{D_{\ell+1, \ell+2}} \\
-1
\end{array}\right), \quad \ell=0,1,
$$

for some $a_{\ell}$ and $b_{\ell}$. After elimination of $a_{\ell}$ and $b_{\ell}$,

$$
a_{\ell}=\frac{1}{\dot{\omega}_{\ell}\left(t_{\ell}\right)}, \quad b_{\ell}=\frac{1}{\dot{\omega}_{\ell}\left(t_{\ell+4}\right)}, \quad \ell=0,1,
$$

and the use of (6), the equations (7) become

$$
\begin{align*}
\frac{1}{\dot{\omega}_{0}\left(t_{0}\right)}\left(1+\lambda_{2}\right)+\frac{1}{\dot{\omega}_{0}\left(t_{1}\right)}+\frac{1}{\dot{\omega}_{0}\left(t_{4}\right)} \mu & =0,  \tag{8}\\
\frac{1}{\dot{\omega}_{0}\left(t_{0}\right)} \lambda_{1}+\frac{1}{\dot{\omega}_{0}\left(t_{3}\right)}+\frac{1}{\dot{\omega}_{0}\left(t_{4}\right)}(1+\delta) & =0,  \tag{9}\\
\frac{1}{\dot{\omega}_{1}\left(t_{1}\right)}\left(1+\frac{\delta}{\mu}\right)+\frac{1}{\dot{\omega}_{1}\left(t_{2}\right)}+\frac{1}{\dot{\omega}_{1}\left(t_{5}\right)} \lambda_{4} & =0,  \tag{10}\\
\frac{1}{\dot{\omega}_{1}\left(t_{1}\right)} \frac{1}{\mu}+\frac{1}{\dot{\omega}_{1}\left(t_{4}\right)}+\frac{1}{\dot{\omega}_{1}\left(t_{5}\right)}\left(1+\lambda_{3}\right) & =0 . \tag{11}
\end{align*}
$$

The system (8)-(11) is clearly equivalent to (4) since only nonsingular linear transformations were applied.

It will now be shown, that under certain restrictions the solutions $\boldsymbol{t} \in \mathcal{D}$ must stay aside from the boundary $\partial \mathcal{D}$. The theorem is stated as follows.

Theorem 4 Suppose that the requirements of Theorem 1 or of Theorem 2 are met. Then the system (8) - (11) cannot have a solution arbitrary close to the boundary $\partial \mathcal{D}$.

The proof of Theorem 4 is quite technical, and will be given as the next section.

## 4 Proof of Theorem 4

In order to prove Theorem 4 one has to show that

$$
\Delta t_{i}:=t_{i+1}-t_{i} \geq \text { const }>0, \quad i=0,1, \ldots, 4
$$

Here and throughout the rest of the paper, the term 'const' will stand for an arbitrary positive constant. Suppose that at least two parameters approach,
i.e, $\Delta t_{i} \rightarrow 0$ for some $i$. There is enough to consider the following four possibilities:

Case 1: $\Delta t_{0} \geq$ const $>0, \Delta t_{4} \geq$ const $>0$,
Case 2: $\Delta t_{0} \geq$ const $>0, \Delta t_{4} \rightarrow 0$,
Case 3: $\Delta t_{0} \rightarrow 0, \Delta t_{4} \geq$ const $>0$,
Case 4: $\Delta t_{0} \rightarrow 0, \Delta t_{4} \rightarrow 0$.
In order to proceed, the following lemmas are needed.
Lemma 5 Suppose that $\Delta t_{i} \rightarrow 0, i=0,3$, and $\Delta t_{2} \geq$ const $>0$. Then

$$
\frac{\dot{\omega}_{0}\left(t_{0}\right)}{\dot{\omega}_{0}\left(t_{4}\right)} \rightarrow-\frac{\lambda_{1}}{\delta} .
$$

Similarly, $\Delta t_{i} \rightarrow 0, i=1,4$, and $\Delta t_{2} \geq$ const $>0$ imply

$$
\frac{\dot{\omega}_{1}\left(t_{5}\right)}{\dot{\omega}_{1}\left(t_{1}\right)} \rightarrow-\frac{\mu \lambda_{4}}{\delta} .
$$

PROOF. Consider the first assertion. From

$$
\frac{1}{t_{3}-t_{i}}=\frac{1}{t_{4}-t_{i}}\left(1+\frac{\Delta t_{3}}{\Delta t_{2}+\left(t_{2}-t_{i}\right)}\right),
$$

one obtains

$$
\frac{1}{\dot{\omega}_{0}\left(t_{3}\right)}=-\frac{1}{\dot{\omega}_{0}\left(t_{4}\right)}\left(1+\Delta t_{3} \sum_{i=0}^{2} \frac{1}{\Delta t_{2}+\left(t_{2}-t_{i}\right)}+\mathcal{O}\left(\Delta t_{3}^{2}\right)\right) .
$$

Thus the expression
$\frac{1}{\dot{\omega}_{0}\left(t_{3}\right)}+\frac{1}{\dot{\omega}_{0}\left(t_{4}\right)}=\prod_{i=0}^{2} \frac{1}{\Delta t_{2}+\Delta t_{3}+\left(t_{2}-t_{i}\right)}\left(-\sum_{i=0}^{2} \frac{1}{\Delta t_{2}+\left(t_{2}-t_{i}\right)}+\mathcal{O}\left(\Delta t_{3}\right)\right)$
stays bounded. Since $\dot{\omega}_{0}\left(t_{0}\right) \rightarrow 0$, the equation (9) gives

$$
\frac{\dot{\omega}_{0}\left(t_{0}\right)}{\dot{\omega}_{0}\left(t_{4}\right)}=-\frac{1}{\delta}\left(\lambda_{1}+\dot{\omega}_{0}\left(t_{0}\right)\left(\frac{1}{\dot{\omega}_{0}\left(t_{3}\right)}+\frac{1}{\dot{\omega}_{0}\left(t_{4}\right)}\right)\right) \rightarrow-\frac{\lambda_{1}}{\delta} .
$$

The second assertion follows similarly.

Lemma 6 Suppose that $\mu>0$. Then $\Delta t_{i} \rightarrow 0, i=0,1,2,3$, implies $\delta>0$ and $\delta \rightarrow \vartheta_{1}(\boldsymbol{\lambda}, \mu)$. Similarly, from $\Delta t_{i} \rightarrow 0, i=1,2,3,4$, it follows $\delta>0$ and $\delta \rightarrow \vartheta_{2}(\boldsymbol{\lambda}, \mu)$.

PROOF. Let us prove the first assertion only. The proof of the second one is similar. After rewriting the equations (8) - (11) in a polynomial form, the last two equations simplify to

$$
\begin{aligned}
\delta \Delta t_{2}\left(\Delta t_{2}+\Delta t_{3}\right)-\mu \Delta t_{1}\left(\Delta t_{1}+2 \Delta t_{2}+\Delta t_{3}\right)+\text { h.o.t. } & =0 \\
-\mu \Delta t_{1}\left(\Delta t_{1}+\Delta t_{2}\right)+\Delta t_{3}\left(\Delta t_{2}+\Delta t_{3}\right)+\text { h.o.t. } & =0,
\end{aligned}
$$

where 'h. o. t.' stands for higher order terms that are small compared to the terms left in the expressions. Since $\Delta t_{i}>0$, it is clear that $\delta>0$. Moreover, by solving the first part of these two equations on $\Delta t_{2}, \Delta t_{3}$, the only admissible relation is

$$
\Delta t_{2}=\frac{\mu}{\delta}\left(1+\sqrt{\frac{\delta+\mu}{\mu(1+\delta)}}\right) \Delta t_{1}=: c_{2} \Delta t_{1}, \quad \Delta t_{3}=\mu \sqrt{\frac{\delta+\mu}{\mu(1+\delta)}} \Delta t_{1} .
$$

After substituting this into the remaining equations, we obtain

$$
\begin{aligned}
& \Delta t_{0}^{2}+\left(2+c_{2}\right) \Delta t_{0} \Delta t_{1}-\lambda_{2}\left(1+c_{2}\right) \Delta t_{1}^{2}+\text { h. o.t. }=0, \\
& -\Delta t_{0}\left(\Delta t_{0}+\Delta t_{1}\right)+\lambda_{1} c_{2}\left(1+c_{2}\right) \Delta t_{1}^{2}+\text { h. o.t. }=0 .
\end{aligned}
$$

Then, by the Gröbner basis one obtains an equivalent system

$$
\begin{aligned}
\left(1+c_{2}\right) \Delta t_{1}^{2}\left(c_{2}^{2} \lambda_{1}\left(1-\lambda_{1}\right)+2 c_{2} \lambda_{1}\left(1+\lambda_{2}\right)-\lambda_{2}\left(1+\lambda_{2}\right)\right)+\text { h.o.t. } & =0, \\
-\left(1+c_{2}\right) \Delta t_{1}\left(\Delta t_{0}+\left(c_{2} \lambda_{1}-\lambda_{2}\right) \Delta t_{1}\right)+\text { h.o.t. } & =0 \\
-\Delta t_{0}\left(\Delta t_{0}+\Delta t_{1}\right)+c_{2}\left(1+c_{2}\right) \lambda_{1} \Delta t_{1}^{2}+\text { h.o.t. } & =0
\end{aligned}
$$

Only particular constants will admit the solution of this system for small positive $\Delta t_{i}$. Since $c_{2}>0$, a straightforward computation shows that the solution exists only if $c_{2} \rightarrow \gamma_{1}$. Since $\lambda_{1}, \lambda_{2}>0$, it is easy to verify that $\gamma_{1}>0$. Therefrom by solving $c_{2}=\gamma_{1}$ on $\delta$, one obtains $\delta \rightarrow \vartheta_{1}(\boldsymbol{\lambda}, \mu)$, where $\vartheta_{1}(\boldsymbol{\lambda}, \mu)>0$ as can easily be checked.

Remark 7 Note that if $\vartheta_{1}(\boldsymbol{\lambda}, \mu)=\vartheta_{2}(\boldsymbol{\lambda}, \mu)$, the parameters $t_{i}, i=1,2,3,4$, cannot approach $t_{0}$ and $t_{5}$ at the same time.

Lemma 8 Suppose that $\mu<0$. Then $\Delta t_{i} \rightarrow 0, i=0,1,2,4$, implies $\delta \rightarrow$ $\vartheta_{3}(\boldsymbol{\lambda}, \mu)$, and similarly, $\Delta t_{i} \rightarrow 0, i=0,2,3,4$, implies $\delta \rightarrow \vartheta_{4}(\boldsymbol{\lambda}, \mu)$.

PROOF. Let us prove the second statement. After rewriting the equations (8) - (11) in a polynomial form, the last two equations simplify to

$$
\begin{aligned}
\lambda_{4} \Delta t_{2}\left(\Delta t_{2}+\Delta t_{3}\right)-\Delta t_{4}\left(\Delta t_{3}+\Delta t_{4}\right)+\text { h.o.t. } & =0 \\
\lambda_{3} \Delta t_{3}\left(\Delta t_{2}+\Delta t_{3}\right)-\Delta t_{4}\left(\Delta t_{2}+2 \Delta t_{3}+\Delta t_{4}\right)+\text { h.o.t. } & =0
\end{aligned}
$$

By solving the main part of these two equations on $\Delta t_{2}, \Delta t_{3}$, the only admissible relation is given as

$$
\begin{aligned}
\Delta t_{2} & =\sqrt{\frac{1+\lambda_{3}}{\lambda_{4}\left(\lambda_{3}+\lambda_{4}\right)}} \Delta t_{4}=: c_{2} \Delta t_{4} \\
\Delta t_{3} & =\frac{1}{\lambda_{3}}\left(1+\sqrt{\frac{\lambda_{4}\left(1+\lambda_{3}\right)}{\lambda_{3}+\lambda_{4}}}\right) \Delta t_{4}=: c_{3} \Delta t_{4}
\end{aligned}
$$

After substituting these expressions into the remaining equations, we obtain

$$
\begin{array}{r}
\mu \Delta t_{0}+c_{3}\left(c_{2}+c_{3}\right) \lambda_{2} \Delta t_{4}^{2}+\text { h.o.t. }=0 \\
\left(c_{2} \delta-c_{3}\right) \Delta t_{0}+c_{2} c_{3}\left(c_{2}+c_{3}\right) \lambda_{1} \Delta t_{4}^{2}+\text { h.o.t. }
\end{array}=0
$$

Again, with the help of the Gröbner basis, the equivalent system reads as

$$
\begin{array}{r}
c_{3}\left(c_{2}+c_{3}\right) \Delta t_{4}^{2}\left(c_{2}\left(\lambda_{2} \delta-\lambda_{1} \mu\right)-c_{3} \lambda_{2}\right)+\text { h.o.t. }
\end{array}=0, ~ \begin{array}{r}
\mu \Delta t_{0}+c_{3}\left(c_{2}+c_{3}\right) \lambda_{2} \Delta t_{4}^{2}+\text { h.o.t. }
\end{array}=0,
$$

Since $c_{2}>0, c_{3}>0$, it is easy to verify that this system will have a solution for small $\Delta t_{i}$ only if $\delta \rightarrow \vartheta_{4}(\boldsymbol{\lambda}, \mu)$. The first statement is proved in a similar way.

Now to the proof of Theorem 4. Note that

$$
\operatorname{sign}\left(\dot{\omega}_{\ell}\left(t_{i}\right)\right)=(-1)^{\ell+i}, \quad i=\ell, \ell+1, \ldots, \ell+4
$$

Also, from the equations (8) - (11) it is straightforward to derive a useful relation

$$
\begin{equation*}
\frac{\dot{\omega}_{0}\left(t_{2}\right)}{\dot{\omega}_{0}\left(t_{3}\right)} \dot{\omega}_{1}\left(t_{3}\right) \frac{1+\delta+\lambda_{1} \frac{\dot{\omega}_{0}\left(t_{4}\right)}{\dot{\omega}_{0}\left(t_{0}\right)}}{\left.\dot{\omega}_{0}\right)}=\frac{1+\frac{\delta}{\mu}+\lambda_{4} \frac{\dot{\omega}_{1}\left(t_{1}\right)}{\dot{\omega}_{1}\left(t_{5}\right)}}{\delta+\mu+\left(\lambda_{1}+\lambda_{2}\right)} \frac{\dot{\omega}_{0}\left(t_{4}\right)}{\dot{\omega}_{0}\left(t_{0}\right)} \frac{1+\delta}{\mu}+\left(\lambda_{3}+\lambda_{4}\right) \frac{\dot{\omega}_{1}\left(t_{1}\right)}{\dot{\omega}_{1}\left(t_{5}\right)} . \tag{12}
\end{equation*}
$$

Case 1: In this case $\dot{\omega}_{0}\left(t_{0}\right) \geq$ const $>0, \dot{\omega}_{1}\left(t_{5}\right) \geq$ const $>0$. From the equations (8) - (11) it is straightforward to see that $\Delta t_{1} \rightarrow 0$ or $\Delta t_{2} \rightarrow 0$ implies $\Delta t_{3} \rightarrow 0$. Consequently

$$
\frac{\dot{\omega}_{0}\left(t_{4}\right)}{t_{4}-t_{1}}=\left(1-\Delta t_{4}\right)\left(\Delta t_{2}+\Delta t_{3}\right) \Delta t_{3} \rightarrow 0
$$

From (8) and (11) it is easy to derive

$$
\frac{t_{4}-t_{1}}{\dot{\omega}_{0}\left(t_{4}\right)}=\frac{1+\lambda_{2}}{\mu} \frac{\Delta t_{0} \Delta t_{4}}{\dot{\omega}_{0}\left(t_{0}\right)}+\left(1+\lambda_{3}\right) \frac{\left(1-\Delta t_{0}\right) \Delta t_{4}}{\dot{\omega}_{1}\left(t_{5}\right)}
$$

Since the right hand side is bounded, but the left one is not, we have a contradiction that excludes the case 1 .
Case 2: In this case $\dot{\omega}_{0}\left(t_{0}\right) \geq$ const $>0$, and $\dot{\omega}_{1}\left(t_{5}\right) \rightarrow 0$. Suppose first that $\Delta t_{2} \geq$ const $>0$. The equation (10) then implies $\Delta t_{1} \rightarrow 0$. But then, (8) implies $\Delta t_{3} \rightarrow 0$, and further

$$
\dot{\omega}_{0}\left(t_{4}\right)=\left(1-\Delta t_{4}\right)\left(\Delta t_{1}+\Delta t_{2}+\Delta t_{3}\right)\left(\Delta t_{2}+\Delta t_{3}\right) \Delta t_{3} \rightarrow 0 .
$$

Moreover, the equation (9) yields

$$
-\delta=1+\lambda_{1} \frac{\dot{\omega}_{0}\left(t_{4}\right)}{\dot{\omega}_{0}\left(t_{0}\right)}+\frac{\dot{\omega}_{0}\left(t_{4}\right)}{\dot{\omega}_{0}\left(t_{3}\right)}=1+\frac{\dot{\omega}_{0}\left(t_{4}\right)}{\dot{\omega}_{0}\left(t_{0}\right)}-\prod_{i=0}^{2}\left(1+\frac{\Delta t_{3}}{\Delta t_{2}+\left(t_{2}-t_{i}\right)}\right) \rightarrow 0 .
$$

Now, by Lemma 5 and the use of relation (12) one obtains

$$
\frac{\dot{\omega}_{0}\left(t_{4}\right)}{\dot{\omega}_{0}\left(t_{0}\right)} \rightarrow 0, \quad \frac{\dot{\omega}_{1}\left(t_{1}\right)}{\dot{\omega}_{1}\left(t_{5}\right)} \rightarrow 0, \quad \quad \quad \frac{\dot{\omega}_{0}\left(t_{2}\right)}{\dot{\omega}_{0}\left(t_{3}\right)} \dot{\omega}_{1}\left(t_{3}\right), 1 .
$$

However, on the other hand,

$$
\frac{\dot{\omega}_{0}\left(t_{2}\right)}{\dot{\omega}_{0}\left(t_{3}\right)} \frac{\dot{\omega}_{1}\left(t_{3}\right)}{\dot{\omega}_{1}\left(t_{2}\right)}=\frac{\Delta t_{0}+\Delta t_{1}}{\Delta t_{0}+\Delta t_{1}+\Delta t_{2}} \frac{\Delta t_{3}+\Delta t_{4}}{\Delta t_{2}+\Delta t_{3}+\Delta t_{4}} \rightarrow 0,
$$

a contradiction. Therefore $\Delta t_{2} \rightarrow 0$. But then the equations (8) and (9) imply $\Delta t_{1} \rightarrow 0, \Delta t_{3} \rightarrow 0, \mu>0$, and Lemma 6 excludes the second case. The third case is a mirror view of the second one, and needs not to be proved.
Case 4: Here $\dot{\omega}_{0}\left(t_{0}\right), \dot{\omega}_{1}\left(t_{5}\right) \rightarrow 0$. Suppose again for a moment that $\Delta t_{2} \geq$ const $>0$. The equations (9) and (10) then imply $\Delta t_{1} \rightarrow 0$ and $\Delta t_{3} \rightarrow 0$. So, by Lemma 5 ,

$$
\frac{\dot{\omega}_{0}\left(t_{0}\right)}{\dot{\omega}_{0}\left(t_{4}\right)} \rightarrow-\frac{\lambda_{1}}{\delta}, \quad \frac{\dot{\omega}_{1}\left(t_{5}\right)}{\dot{\omega}_{1}\left(t_{1}\right)} \rightarrow-\frac{\mu \lambda_{4}}{\delta} .
$$

Therefrom by using the relation (12) we obtain

$$
\frac{\dot{\omega}_{0}\left(t_{2}\right) \dot{\omega}_{1}\left(t_{3}\right)}{\dot{\omega}_{1}\left(t_{2}\right) \dot{\omega}_{0}\left(t_{3}\right)} \rightarrow \frac{\lambda_{1}}{\lambda_{1} \mu-\lambda_{2} \delta} \frac{\lambda_{4} \mu}{\lambda_{4}-\lambda_{3} \delta} \neq 0
$$

but on the other hand

$$
\frac{\dot{\omega}_{0}\left(t_{2}\right)}{\dot{\omega}_{0}\left(t_{3}\right)} \dot{\omega}_{1}\left(t_{3}\right) \dot{\omega}_{1}\left(t_{2}\right) \quad=\frac{\Delta t_{0}+\Delta t_{1}}{\Delta t_{0}+\Delta t_{1}+\Delta t_{2}} \frac{\Delta t_{3}+\Delta t_{4}}{\Delta t_{2}+\Delta t_{3}+\Delta t_{4}} \rightarrow 0 .
$$

Therefore $\Delta t_{2} \rightarrow 0$. Suppose now that $\Delta t_{1} \geq$ const $>0$. The equation (8) gives

$$
\dot{\omega}_{0}\left(t_{4}\right)=-\frac{\mu \dot{\omega}_{0}\left(t_{0}\right)}{1+\lambda_{2}+\frac{\dot{\omega}_{0}\left(t_{0}\right)}{\dot{\omega}_{0}\left(t_{1}\right)}}=-\frac{\mu \dot{\omega}_{0}\left(t_{0}\right)}{1+\lambda_{2}-\prod_{i=2}^{4}\left(1+\frac{\Delta t_{0}}{t_{i}-t_{2}+\Delta t_{1}}\right)} \rightarrow 0
$$

so $\Delta t_{3} \rightarrow 0$, and $\mu<0$. But by Lemma 8 this cannot happen. Similarly one can prove that $\Delta t_{3} \geq$ const $>0$ implies $\Delta t_{1} \rightarrow 0$, and $\mu<0$. But, again by Lemma 8, this cannot happen either, which excludes the case 4 , and therefore completes the proof of Theorem 4.

## 5 Particular case

Let us now consider the system (8) - (11) for particular data points

$$
\begin{array}{ll}
\boldsymbol{T}_{0}^{*}=\binom{1-2 c}{2}, & \boldsymbol{T}_{1}^{*}=\binom{-1-c}{1},  \tag{13}\\
\boldsymbol{T}_{2}^{*}=\binom{-1}{0}, \\
\boldsymbol{T}_{3}^{*}=\binom{1}{0}, & \boldsymbol{T}_{4}^{*}=\binom{1+c}{(-1)^{s}},
\end{array}
$$

where $s$ determines whether $\mu^{*}$ is positive or negative, and $c=0$ or $c=6$ as will be needed in the proof of Theorem 1. It is straightforward to compute

$$
\lambda^{*}=\mathbf{1}, \quad \delta^{*}=\frac{1}{2}\left(1+(-1)^{s}\right) c, \quad \mu^{*}=(-1)^{s}
$$

The number of all admissible solutions, i.e., solutions $\boldsymbol{t} \in \mathcal{D}$, is given in the next theorem.

Theorem 9 Suppose the data points $\boldsymbol{T}_{\ell}$ are given by (13) with $c=0$ or $c=6$. The number of admissible solutions $\boldsymbol{t} \in \mathcal{D}$, counted with multiplicity, is odd. More precisely, the symmetric solution that satisfies $\Delta t_{0}=\Delta t_{4}$, and $\Delta t_{1}=\Delta t_{3}$, is unique. The number of the other solutions is even.

PROOF. The system (8) - (11) for the data points (13) simplifies to

$$
\begin{array}{r}
\frac{2}{\dot{\omega}_{0}\left(t_{0}\right)}+\frac{1}{\dot{\omega}_{0}\left(t_{1}\right)}+(-1)^{s} \frac{1}{\dot{\omega}_{0}\left(t_{4}\right)}=0 \\
\frac{1}{\dot{\omega}_{0}\left(t_{0}\right)}+\frac{1}{\dot{\omega}_{0}\left(t_{3}\right)}+\left(1+\frac{c}{2}+(-1)^{s} \frac{c}{2}\right) \frac{1}{\dot{\omega}_{0}\left(t_{4}\right)}=0  \tag{14}\\
\frac{2}{\dot{\omega}_{1}\left(t_{5}\right)}+\frac{1}{\dot{\omega}_{1}\left(t_{4}\right)}+(-1)^{s} \frac{1}{\dot{\omega}_{1}\left(t_{1}\right)}=0 \\
\frac{1}{\dot{\omega}_{1}\left(t_{5}\right)}+\frac{1}{\dot{\omega}_{1}\left(t_{2}\right)}+\left(1+\frac{c}{2}+(-1)^{s} \frac{c}{2}\right) \frac{1}{\dot{\omega}_{1}\left(t_{1}\right)}=0
\end{array}
$$

If there exists an admissible nonsymmetric solution $\boldsymbol{t}=\left(t_{i}\right)_{i=0}^{5}$, then $\left(1-t_{5-i}\right)_{i=0}^{5}$ is also an admissible solution, since
$\dot{\omega}_{0}\left(1-t_{5-i}\right)=\dot{\omega}_{1}\left(t_{5-i}\right), \quad i=0, \ldots, 4, \quad \dot{\omega}_{1}\left(1-t_{5-i}\right)=\dot{\omega}_{0}\left(t_{5-i}\right), \quad i=1, \ldots, 5$.
Therefore the number of solutions, that are not symmetric, must be even. Let us examine the symmetric solutions now. It is easy to see that the first and the last two equations in (14) are then identical, and one is left with two equations

$$
\begin{array}{r}
\frac{2 t_{3}\left(t_{3}-1\right)\left(3 t_{4}-2+(-1)^{s}\left(1-t_{4}\right)\right)-4 t_{4}\left(2 t_{4}-1\right)\left(t_{4}-1\right)}{t_{3} t_{4}\left(t_{3}-1\right)\left(t_{4}-1\right)\left(t_{3}-t_{4}\right)\left(t_{3}+t_{4}-1\right)\left(2 t_{4}-1\right)}=0 \\
\frac{2 t_{4}\left(t_{3}-t_{4}\right)\left(2 t_{3}+2 t_{4}-3\right)-c\left(t_{3}-1\right)\left(t_{4}-1\right)\left(2 t_{3}-1\right)\left(1+(-1)^{s}\right)}{t_{4}\left(2 t_{3}-1\right)\left(t_{3}-1\right)\left(t_{4}-1\right)\left(2 t_{4}-1\right)\left(t_{3}-t_{4}\right)\left(t_{3}+t_{4}-1\right)}=0
\end{array}
$$

for two unknowns ordered as $\frac{1}{2}<t_{3}<t_{4}<1$. This yields a polynomial system that can be solved analytically. The admissible solution is unique (Table 2).

Table 2

|  | $s=0, c=0$ | $s=0, c=6$ | $s=1, c \in \mathbb{R}$ |
| :---: | :---: | :---: | :---: |
| $t_{3}$ | $\frac{1}{2}(3-\sqrt{3})$ | $\frac{1}{44}(21-9 \sqrt{3}+\sqrt{300+38 \sqrt{3}})$ | $\frac{3}{5}$ |
| $t_{4}$ | $\frac{\sqrt{3}}{2}$ | $\frac{1}{44}(36+5 \sqrt{3}-\sqrt{243-112 \sqrt{3}})$ | $\frac{9}{10}$ |

The admissible symmetric solution of the system (13).
The proof of Theorem 9 is completed.

## 6 Proofs of Theorem 1, Theorem 2 and Theorem 3

In order to prove Theorem 1 and Theorem 2 one must show that the nonlinear system (8) - (11) has at least one solution $\boldsymbol{t} \in \mathcal{D}$. The convex homotopy will help us carry the conclusions from the particular to the general case.

Let us multiply (10) and (11) by $\mu$ and denote the obtained system (8) - (11) by $\boldsymbol{F}(\boldsymbol{t} ; \boldsymbol{\lambda}, \delta, \mu)=\mathbf{0}$. Now, $\boldsymbol{F}$ can be split as $\boldsymbol{F}(\cdot ; \boldsymbol{\lambda}, \delta, \mu)=\boldsymbol{F}_{1}(\cdot ; \boldsymbol{\lambda}, \mu)+\delta \boldsymbol{F}_{2}$, where

$$
\boldsymbol{F}_{1}(\cdot ; \boldsymbol{\lambda}, \mu):=\boldsymbol{F}(\cdot ; \boldsymbol{\lambda}, 0, \mu), \quad \boldsymbol{F}_{2}:=\boldsymbol{F}(\cdot ; \boldsymbol{\lambda}, 1, \mu)-\boldsymbol{F}_{1}(\cdot ; \boldsymbol{\lambda}, \mu) .
$$

The general data will be denoted by $(\boldsymbol{\lambda}, \delta, \mu)$, and the particular data (13), where $s$ is chosen so that $\operatorname{sign}\left(\mu^{*}\right)=\operatorname{sign}(\mu)$, by $\left(\boldsymbol{\lambda}^{*}, \delta^{*}, \mu^{*}\right)$. The homotopy is now defined as

$$
\boldsymbol{H}(\boldsymbol{t} ; \alpha):=(1-\alpha) \boldsymbol{F}_{1}\left(\boldsymbol{t} ; \boldsymbol{\lambda}^{*}, \mu^{*}\right)+\alpha \boldsymbol{F}_{1}(\boldsymbol{t} ; \boldsymbol{\lambda}, \mu)+\varphi\left(\alpha, \delta^{*}, \delta\right) \boldsymbol{F}_{2}(\boldsymbol{t}),
$$

where $\varphi\left(\cdot ; \delta^{*}, \delta\right):[0,1] \rightarrow \mathbb{R}$, satisfies $\varphi\left(0 ; \delta^{*}, \delta\right)=\delta^{*}, \varphi\left(1 ; \delta^{*}, \delta\right)=\delta$. Moreover, let

$$
\boldsymbol{\lambda}(\alpha):=(1-\alpha) \boldsymbol{\lambda}^{*}+\alpha \boldsymbol{\lambda}, \quad \delta(\alpha):=\varphi\left(\alpha, \delta^{*}, \delta\right), \quad \mu(\alpha):=(1-\alpha) \mu^{*}+\alpha \mu .
$$

Then

$$
\begin{aligned}
& \lambda_{i}(\alpha) \geq \min _{\alpha \in[0,1]}\left((1-\alpha) \lambda_{i}^{*}+\alpha \lambda_{i}\right) \geq \min \left\{\lambda_{i}^{*}, \lambda_{i}\right\} \geq \text { const }>0, \\
& |\mu(\alpha)| \geq \min _{\alpha \in[0,1]}\left|(1-\alpha) \mu^{*}+\alpha \mu\right| \geq \min \left\{\left|\mu^{*}\right|,|\mu|\right\} \geq \text { const }>0 .
\end{aligned}
$$

Consider the case $\mu>0$ as in Theorem 1 first. Note that $\vartheta_{1}\left(\boldsymbol{\lambda}^{*}, \mu^{*}\right)=$ $\vartheta_{2}\left(\boldsymbol{\lambda}^{*}, \mu^{*}\right)=4$. If $\delta<\min _{\ell=1,2}\left\{\vartheta_{\ell}(\boldsymbol{\lambda}, \mu)\right\}$ let us choose $c=\delta^{*}=0$. It is then clear, that there exists a piecewise linear function $\varphi\left(\alpha, \delta^{*}, \delta\right)$, such that

$$
\varphi\left(\alpha, \delta^{*}, \delta\right)<\min _{\ell=1,2}\left\{\vartheta_{\ell}(\boldsymbol{\lambda}(\alpha), \mu(\alpha))\right\}, \quad \alpha \in[0,1] .
$$

Similarly we can do for $\delta>\max _{\ell=1,2}\left\{\vartheta_{\ell}(\boldsymbol{\lambda}, \mu)\right\}$ by choosing $c=\delta^{*}=6$. In the case when $\mu<0$, as in Theorem 2, we have

$$
\vartheta_{3}\left(\lambda^{*}, \mu^{*}\right)=-1<\delta^{*}=0<\vartheta_{4}\left(\lambda^{*}, \mu^{*}\right)=1 .
$$

Since $\mu(\alpha)<0$, it is straightforward to see that $\vartheta_{3}(\boldsymbol{\lambda}(\alpha), \mu(\alpha))$ and $\vartheta_{4}(\boldsymbol{\lambda}(\alpha), \mu(\alpha))$ cannot intersect for $\alpha \in[0,1]$. Thus there obviously exists a piecewise linear function $\varphi\left(\alpha, \delta^{*}, \delta\right)$, such that

$$
\vartheta_{3}(\boldsymbol{\lambda}(\alpha), \mu(\alpha))<\varphi\left(\alpha, \delta^{*}, \delta\right)<\vartheta_{4}(\boldsymbol{\lambda}(\alpha), \mu(\alpha)), \quad \alpha \in[0,1] .
$$

Therefore $\boldsymbol{H}(\boldsymbol{t}, \alpha)=\mathbf{0}$ meets the requirements of Theorem 4 for any $\alpha \in[0,1]$. As a consequence, a set of solutions

$$
\mathcal{S}:=\{\boldsymbol{t} \in \mathcal{D} ; \quad \boldsymbol{H}(\boldsymbol{t}, \alpha)=\mathbf{0}\}
$$

lies aside from the boundary $\partial \mathcal{D}$. More precisely, one can find a compact set $K \subset \mathcal{D}$, such that

$$
\mathcal{S} \subset K \subset \mathcal{D}, \quad \mathcal{S} \cap \partial K=\emptyset
$$

Thus the map $\boldsymbol{H}$ does not vanish at the boundary $\partial K$, and the Brouwer's degree ([17]) of $\boldsymbol{H}$ on $K$ is invariant for all $\alpha \in[0,1]$. But by Theorem 9 , it is odd for the particular map $\boldsymbol{F}\left(\cdot ; \boldsymbol{\lambda}^{*}, \delta^{*}, \mu^{*}\right)$. Therefore $\boldsymbol{F}(\cdot ; \boldsymbol{\lambda}, \delta, \mu)=\mathbf{0}$ must have at least one admissible solution and Theorem 1 and Theorem 2 are proved.

Let us now prove Theorem 3. Since the geometric interpolation is independent of the affine transformations of data points, one can choose the coordinate system so that one axis is in a direction of $\Delta \boldsymbol{T}_{1}, \Delta \boldsymbol{T}_{2}$ or $\Delta \boldsymbol{T}_{3}$. It is then
straightforward to verify that the conditions of Theorem 3 imply that the other component of the interpolating curve as a cubic polynomial should have four zeros, what is a contradiction. The proof for the case $\mu>0, \lambda_{2} \leq 0$, and


Fig. 4. The data points with $\mu>0, \lambda_{2} \leq 0, \lambda_{4} \leq 0$ (left), and the $y$ - component of $P_{3}$ (right).
$\lambda_{4} \leq 0$, is sketched in Fig. 4. The other cases follow by the same approach. This completes the proof of Theorem 3.

## References

[1] C. de Boor, K. Höllig, M. Sabin, High accuracy geometric Hermite interpolation, Comput. Aided Geom. Design 4 (4) (1987) 269-278.
[2] K. Höllig, J. Koch, Geometric Hermite interpolation with maximal order and smoothness, Comput. Aided Geom. Design 13 (8) (1996) 681-695.
[3] K. Höllig, J. Koch, Geometric Hermite interpolation, Comput. Aided Geom. Design 12 (6) (1995) 567-580.
[4] G. Jaklič, J. Kozak, M. Krajnc, E. Žagar, On geometric interpolation by planar parametric polynomial curves, To appear.
[5] K. Mørken, K. Scherer, A general framework for high-accuracy parametric interpolation, Math. Comp. 66 (217) (1997) 237-260.
[6] A. Rababah, High order approximation method for curves, Comput. Aided Geom. Design 12 (1) (1995) 89-102.
[7] K. Scherer, Parametric polynomial curves of local approximation order 8, In: Curve and Surface Fitting (Saint Malo, 1999), Vanderbilt Univ. Press, Nashville, TN, 2000, pp. 375-384.
[8] G. Jaklič, J. Kozak, M. Krajnc, E. Žagar, On geometric interpolation of circlelike curves, To appear.
[9] T. Lyche, K. Mørken, A metric for parametric approximation, In: Curves and surfaces in geometric design (Chamonix-Mont-Blanc, 1993), A K Peters, Wellesley, MA, 1994, pp. 311-318.
[10] T. Dokken, M. Dæhlen, T. Lyche, K. Mørken, Good approximation of circles by curvature-continuous Bézier curves, Comput. Aided Geom. Design 7 (1-4) (1990) 33-41, Curves and surfaces in CAGD '89 (Oberwolfach, 1989).
[11] M. S. Floater, An $O\left(h^{2 n}\right)$ Hermite approximation for conic sections, Comput. Aided Geom. Design 14 (2) (1997) 135-151.
[12] M. Floater, High-order approximation of conic sections by quadratic splines, Comput. Aided Geom. Design 12 (6) (1995) 617-637.
[13] K. Mørken, Best approximation of circle segments by quadratic Bézier curves, In: Curves and surfaces (Chamonix-Mont-Blanc, 1990), Academic Press, Boston, MA, 1991, pp. 331-336.
[14] M. A. Lachance, A. J. Schwartz, Four-point parabolic interpolation, Comput. Aided Geom. Design 8 (2) (1991) 143-149.
[15] K. Mørken, Parametric interpolation by quadratic polynomials in the plane, In: Mathematical methods for curves and surfaces (Ulvik, 1994), Vanderbilt Univ. Press, Nashville, TN, 1995, pp. 385-402.
[16] J. Kozak, E. Žagar, On geometric interpolation by polynomial curves, SIAM J. Numer. Anal. 42 (3) (2004) 953-967 (electronic).
[17] M. S. Berger, Nonlinearity and functional analysis, Academic Press, New York, 1977, Lectures on nonlinear problems in mathematical analysis, Pure and Applied Mathematics.


[^0]:    * Corresponding author.

    Email address: marjetka.krajnc@fmf.uni-lj.si (Marjeta Krajnc).
    1 Jernej Kozak was partially supported by Ministry of Higher Education, Science and Technology of Slovenia.

