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Abstract

Root subspaces for multiprameter eigenvalue problems are described using coalge-
braic techniques. An algorithm is given to construct bases for the root subspaces.

1 Introduction

Multiparameter spectral theory has its beginnings in the works of Klein and Hilbert, among others,
at the turn of the century. They consider boundary value problems of Sturm-Liouville type that
yield, after the method of separation of variables is employed, a two-parameter system of partial
differential equations that have separated variables but are linked by parameters. One of the
problems considered then is to obtain completeness and expansion theorems. A more detailed
survey of the developments in multiparameter spectral theory for partial differential equations can
be found in [10] (and also in the review [24]). In the 1960s Atkinson [5] introduced an abstract
algebraic setting for multiparameter spectral theory that revived the theory. We refer to the
monographs [12, 23, 27] and lecture notes [17] for recent developments in multiparameter spectral
theory.

In one-parameter spectral theory one shows that Jordan chains span the generalized eigenspaces
(also called root subspaces) and that they form a complete basis thus yielding various complete-
ness and expansion theorems. In the multiparameter setting this problem was already stated by
Atkinson [4] and considered by Isaev [16] and Gadziev [11]. But it remained, in general, an open
problem even in the finite-dimensional case. An important contribution was made by Binding
[6] who solved the problem for real eigenvalues of the so-called uniformly elliptic case in a gen-
eral Hilbert space setting. With Košir [8] they found a basis for the “second” root subspace of
multiparameter eigenvalue problems of Fredholm type. Faierman [10] studied root subspaces for
two-parameter boundary value problems of the Sturm-Liouville type. In the finite-dimensional
setting the problem was solved in [19, 20] for root subspaces of simple eigenvalues, i.e., eigenvalues
with one-dimensional eigenspace.
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The methods used in these papers vary. For example, in [6] analytic perturbation theory is
used (similarly in [7, 9] where dimensions of root subspaces are studied), while in [19, 20], partially
also in [8], methods of linear algebra are used.

Our main objective in this paper is to describe the root subspaces for multiparameter systems
of the form

Wi (λλλ) =
n∑

j=1

Vijλj − Vi0 (i = 1, 2, . . . , n) . (1)

Here Vij are linear transformations on a vector space Hi over a field F and λλλ = (λ1, λ2, . . . , λn) are
parameters. The usual eigenvalue problem for a single linear transformation V can be considered
via the comparison of V to Mλ, the map ‘multiplication by λ’ on the polynomial algebra F [λ].
Here we use the dual map M∗

λ in place of Mλ. This idea is used by Grunenfelder and Omladič [14]
to develop an algebraic approach to study operator polynomials. (See also [13] where commuting
linear transformations are studied.) It is similar to the idea of substituting λ by a formal partial
derivative ∂

∂λ which is suggested for the multiparameter eigenvalue problems by Atkinson [4, §5]
and is used by Gadziev [11, 12]. The dual map M∗

λ acts on the vector space F [λ]o of representative
functionals on F [λ] and is a derivation with respect to the algebra structure on F [λ]o. However
it is the coalgebra structure on F [λ]o (see [1, 25]) that enables us to prove our main result. We
associate with a system (1) a set of comodules. Our main result is then that the root subspaces
associated with (1) are described by the cotensor product [15] of the associated comodules. This
result generalizes Atkinson’s theorem [5] that eigenspaces associated with (1) at λλλ ∈ Fn are given
by the tensor product of the kernels of the Wi (λλλ)’s.

Our paper is organized as follows. First we consider the finite-dimensional case. We introduce
Atkinson’s approach to multiparameter eigenvalue problems in §2. Coalgebras and comodules
with the properties needed in the sequel are discussed in §3 and §4, respectively. In §5 we present
our main result. The structure of elements in the root subspaces for the two-parameter case is
studied in §6. In §7 we present the algorithm for constructing bases of the root subspaces of
two-parameter systems and we illustrate the algorithm with an example. In the last section the
main result is extended to the case of eigenvalues of semi-Fredholm type in the Hilbert space
setting. This setting was studied in [8] and arises naturally in various applications, in particular
applications to boundary value problems [3, 10].

2 Multiparameter Systems

Consider a multiparameter system of the form (1), where the linear transformations Vij (j = 0, 1, . . . , n)
act on a vector space Hi (i = 1, 2, . . . , n) of finite dimension. The linear transformation Vij on Hi

induces a linear transformation V †
ij on the tensor product H = H1 ⊗H2 ⊗ · · · ⊗Hn. It is defined

by
V †

ij (x1 ⊗ x2 ⊗ · · · ⊗ xn) = x1 ⊗ · · · ⊗ xi−1 ⊗ Vijxi ⊗ xi+1 ⊗ · · · ⊗ xn (2)

on a decomposable tensor x1⊗x2⊗· · ·⊗xn ∈ H, where xi ∈ Hi, and is extended to H by linearity.
The determinant

∆0 =

∣∣∣∣∣∣∣∣∣

V †
11 V †

12 · · · V †
1n

V †
21 V †

22 · · · V †
2n

...
...

...
V †

n1 V †
n2 · · · V †

nn

∣∣∣∣∣∣∣∣∣
(3)

is a linear transformation acting on H. It is well defined because any two entries from distinct
rows in (3) commute. Similarly we define linear transformations ∆i (i = 1, 2, . . . , n) by replacing

the i-th column in (3) by
[
V †

k0

]n

k=1
.
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A multiparameter system is called regular if ∆0 is invertible. We assume throughout this paper
that this is the case. Note that Atkinson [5] uses the assumption that some linear combination of
the ∆i (i = 0, 1, . . . , n) is invertible. But then one can achieve by a shift in parameters λλλ that ∆0

is invertible. We also consider the linear transformation V : Hn −→ Hn defined by

V =




V †
11 V †

12 · · · V †
1n

V †
21 V †

22 · · · V †
2n

...
...

...
V †

n1 V †
n2 · · · V †

nn


 (4)

and its adjoint transformation

A =




∆011 ∆012 · · · ∆01n

∆021 ∆022 · · · ∆02n

...
...

...
∆0n1 ∆0n2 · · · ∆0nn


 ,

where ∆0ij is the (j, i)-th cofactor of ∆0. Since the product

AV =




∆0 0 · · · 0
0 ∆0 · · · 0
...

...
...

0 0 · · · ∆0




is invertible, V is invertible.
The linear transformations Γi = ∆−1

0 ∆i (i = 1, 2, . . . , n) on H are called the associated trans-
formations of a multiparameter system (1). Here are some of their properties. For the proofs and
further properties we refer to [5, Chapter 6].

The linear transformations Γi commute, i.e., ΓiΓj = ΓjΓi for all i and j, and we have

n∑

j=1

V †
ijΓj = V †

i0 (5)

(i = 1, 2, . . . , n), or equivalently, the diagram

H
(Γi)

n
i=1−→ Hn

‖ ↓V

H
(V †

i0)
n

i=1−→ Hn

(6)

commutes. Note that (5) (and hence (6) ) can be viewed as a generalization of Cramer’s rule for
a system of linear equations.

Next we define the notions of eigenvalues and spectra. An n-tuple λλλ ∈ Fn is called an
eigenvalue of a multiparameter system (1) if all Wi (λλλ) are singular. The set of all eigenvalues is
called the spectrum of (1). An n-tuple λλλ = (λ1, λ2, . . . , λn) ∈ Fn is called an eigenvalue of the
system of commuting linear transformations {Γi} if

R0 =
n⋂

i=1

ker (Γi − λiI) 6= {0} .
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The set of all these eigenvalues is called the spectrum of the system {Γi}. It was proved by
Atkinson [5, Theorem 6.9.1] that the spectrum of (1) and that of its associated system of linear
transformations {Γi} coincide and that for a given eigenvalue λλλ

R0 = ker W1 (λλλ)⊗ kerW2 (λλλ)⊗ · · · ⊗ kerWn (λλλ) . (7)

The subspace R0 is called the eigenspace (or the 0-th root subspace) corresponding to λλλ. Here we
differ from the more usual notation where our R0 is considered as the first root subspace (see [8]).
The reason for doing so will become clear later. Our main goal in this paper is to describe the
higher root subspaces

Rl =
⋂

m∈Ml+1

ker [ m (Γ1 − λ1I, Γ2 − λ2I, . . . , Γn − λnI)] , (8)

for l ≥ 1, in terms of the underlying multiparameter system (1). Here Ml is the set of all monomials
in n variables of degree l. The least integer l such that Rl = Rl+1 is called the ascent of λλλ.

To find a description of the subspaces Rl in terms of the original transformations Vij has been
an open problem of multiparameter spectral theory for some time (cf. [4] and [17, Lecture 6,
Problem 4]). We shall use coalgebraic techniques to give such a description. But to be able to
proceed some notions from the theory of coalgebras and comodules are needed.

3 Coalgebras

A coalgebra C is a vector space with a structure dual to that of an algebra, i.e., with a counit
ε : C → F and a comultiplication δ : C → C ⊗ C, which are linear maps, such that the diagrams

F ⊗ C ∼= C ∼= C ⊗ F
↖ε⊗IC δ ↓ IC⊗ε↗

C ⊗ C
and

C δ→ C ⊗ C
δ ↓ ↓IC⊗δ

C ⊗ C δ⊗IC→ C ⊗ C ⊗ C

commute. The maps ε and δ are called structure maps of C. The first of the above diagrams is
the counit law and the second is coassociativity. Here we use the symbol IC to denote the identity
map on C. Note that these diagrams are dual (i.e. the arrows are reversed) to the usual unit law
and associativity of algebras. If also the diagram

C δ→ C ⊗ C
δ ↓ σ12↗
C ⊗ C

commutes we say that C is cocommutative. Here σij switches the i-th and j-th tensor factor. If
C1 and C2 are two coalgebras with structure maps ε1, δ1 and ε2, δ2, respectively, then C1 ⊗ C2 is a
coalgebra with structure maps ε1 ⊗ ε2 and σ23 (δ1 ⊗ δ2).

Suppose that A is an algebra with unit κ : F → A and multiplication µ : A ⊗ A → A. If A
is finite-dimensional then the dual maps κ∗ : A∗ → F and µ∗ : A∗ ⊗ A∗ → A∗ make A∗ into a
coalgebra. But if A is not finite-dimensional then the canonical map A∗ ⊗A∗ → (A⊗A)∗ is not
bijective and A∗ is not a coalgebra. However, the subspace of representative functionals Ao is a
coalgebra, called the dual coalgebra of A, with the restrictions of κ∗ and µ∗ as structure maps. A
functional f : A → F is called representative if its kernel contains an ideal of finite codimension.
If A and B are two algebras then

(A⊗ B)o ∼= Ao ⊗ Bo (9)
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(see [1, 25]).
Of particular importance for us is the polynomial algebra F [x] and its dual coalgebra F [x]o.

The vector space F [x]o of all representative functionals on F [x] has a (topological) basis {em}∞m=0,
where em (xn) = δmn and δmn is the Kronecker symbol. Every element f ∈ F [x]o has an infinite
series representation f =

∑∞
m=0 αmem, where {αm}∞m=0 forms a linearly recursive sequence (see

[14, 22] for details). The canonical (cocommutative) coalgebra structure on F [x]o is given by

ε (em) = δ0m and δ (em) =
∑

r+s=m

er ⊗ es. (10)

There is also a multiplication on F [x]o defined by

ek ∗ el =
(

k + l

k

)
ek+l. (11)

The structure maps (10) and (11) are extended to the whole of F [x]o by (infinite) linearity, e.g.

δ

( ∞∑
m=0

αmem

)
=

∞∑
m=0

αmδ (em) .

Suppose that I is the ideal of F [x] generated by (x− λ)l+1. Then I is of finite codimension in
F [x] and the vector space B(l)

λ = (F [x] /I)∗ of all linear functionals on F [x] /I is a subcoalgebra
of F [x]o. The union

Bλ =
∞⋃

l=0

B(l)
λ (12)

is an irreducible component of F [x]o and if F is algebraically closed then

F [x]o =
⊕

λ∈F

Bλ

(see [14, Theorem 3.2(a)]). The coalgebra B(l)
λ has a basis {ei (λ)}l

i=0 , where e0 (λ) =
∑∞

j=0 λjej

and ei (λ) = e0 (λ) ∗ ei (i ≥ 1). Note that ei = ei (0).
Next define the linear map D : F [x]o → F [x]o as the dual of the map multiplication by x on

F [x], that is
Df (p) = f (xp) , (13)

for p ∈ F [x] . This map is a derivation on F [x]o , i.e., D (f ∗ g) = Df ∗g+f ∗Dg. Since Dei = ei−1,
we see that

Dei (λ) = λei (λ) + ei−1 (λ) . (14)

Here e−1 (λ) = 0.
The polynomial algebra F [x] and its dual coalgebra of representative functionals have an even

richer structure then the one just described. Because it is our intention to introduce only the
notions we need later in our discussion we do not develop this theory any further. We refer the
interested reader to [14, 22].

By (9) the dual coalgebra of representative functionals on a polynomial algebra F [x1, x2, . . . , xn]
is

F [x1, x2, . . . , xn]o = F [x1]
o ⊗ F [x2]

o ⊗ · · · ⊗ F [xn]o .

Suppose that λλλ = (λ1, λ2, . . . , λn) ∈ Fn. Then the tensor product of coalgebras

Bλλλ = Bλ1 ⊗ Bλ2 ⊗ · · · ⊗ Bλn (15)
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is a subcoalgebra of F [x1, x2, . . . , xn]o and again

F [x1, x2, . . . , xn]o =
⊕

λλλ∈F n

Bλλλ (16)

if F is algebraically closed. The filtration (12) induces the tensor product filtration

Bλλλ =
∞⋃

l=0

B(l)
λλλ , (17)

where
B(l)

λλλ =
∑

k1+···+kn=l

B(k1)
λ1

⊗ B(k2)
λ2

⊗ · · · ⊗ B(kn)
λn

. (18)

As in (13) we get derivations Dj : F [x1, x2, . . . , xn]o → F [x1, x2, . . . , xn]o defined by

Djf (p) = f (xjp) (19)

for p ∈ F [x1, x2, . . . , xn] and for j = 1, 2, . . . , n,.

4 Comodules and the Cotensor Product

A notion dual to the notion of a module over an algebra is the notion of a comodule over a
coalgebra. Suppose that C is a coalgebra. Then a vector space N is a C-comodule if there is a
linear map α : N → N ⊗ C, called a coaction of C on N , such that the diagrams

N ∼= N ⊗ F
α ↓ IN⊗ε↗
N ⊗ C

and
N α→ N ⊗ C

α ↓ ↓IN⊗α

N ⊗ C α⊗IN→ N ⊗ C ⊗ C
commute. If H is a vector space and C a coalgebra then the comultiplication δ of C induces a
coaction α = IH ⊗ δ on H ⊗ C. Such a comodule H ⊗ C is called cofree. If M and N are C-
comodules with coactions αM and αN , respectively, then a linear map ϕ : M → N is called a
comodule homomorphism if the diagram

M ϕ→ N
αM ↓ ↓αN

M⊗C ϕ⊗IC→ N ⊗ C
commutes. For further details on the theory of coalgebras, comodules and Hopf algebras we refer
to the books of Abe [1] and Sweedler [25].

A very important construction for us is the cotensor product of comodules. Suppose that M
and N are two comodules over the coalgebra C with coactions αM and αN , respectively. Then
the cotensor product of M and N is defined as the equalizer

M⊗C N −→M⊗N
αM⊗IN−→
−→

IM⊗α′N

M⊗C ⊗N ,

i.e., M ⊗C N = {u ∈M⊗N , (αM ⊗ IN )u = (IM ⊗ α′N )u}. Here α′N : N → C ⊗ N is the
twisted comodule structure α′N = σ12 ◦ αN . Equivalently we have M⊗C N = ker τMN , where
τMN = αM ⊗ IN − IM ⊗ α′N .

The following property of the cotensor product ⊗C will be used later. It is a special case of
Proposition 2.1.1 of [15].
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Lemma 4.1 If 0 → K → M ϕ→ N is exact sequence of comodules, i.e., K = ker ϕ, and if L is
another comodule then 0 → K⊗C L →M⊗C L → N ⊗C L is exact.

Proof. The diagram

0 0 0
↓ ↓ ↓

K ⊗C L → M⊗C L ϕ⊗CIL→ N ⊗C L
↓ ↓ ↓

0 → K⊗L → M⊗L ϕ⊗IL→ N ⊗L
↓τKL ↓τML ↓τNL

0 → K⊗ C ⊗ L → M⊗ C ⊗ L ϕ⊗IC⊗L→ N ⊗ C ⊗ L

commutes and, by the definition of ⊗C , it has exact columns. Also the last two rows are exact
since K = ker ϕ. Then clearly K ⊗C L ⊂ ker

(
ϕ⊗C IL

)
and an easy diagram chase shows that

ker
(
ϕ⊗C IL

) ⊂ K ⊗C L. Hence the assertion follows. 2

For a detailed discussion of the cotensor product ⊗C we refer to [15]. See also [21] where ⊗C
was introduced and is denoted by 2C .

5 Root Subspaces as Comodules

We turn our attention again to a multiparameter system (1). Suppose that B = Bλλλ is the coalgebra
given by (15). Here we assume that λλλ is an eigenvalue of a multiparameter system. The tensor
product Hi = Hi ⊗ B is then a cofree comodule (i = 1, 2, . . . , n) and so is H = H ⊗ B.

A multiparameter system induces a system of linear transformations

Wi (D) = Vi0 −
n∑

j=1

VijDj (20)

(i = 1, 2, . . . , n) , acting on the comodules Hi. The operator Dj is defined in (19). This system is
extended in the obvious way to a system of linear transformations

Wi (D)† = V †
i0 −

n∑

j=1

V †
ijDj (21)

on H, where V †
ij are given by (2). Similarly the associated transformations Γi of a multiparameter

system induce linear transformations Γi−Di on H. Here we use the same symbol for the induced
linear transformation on a tensor product as for the original linear transformation when it is clear
from the context which one is considered.

Here is our main result.

Theorem 5.1 Suppose that Ri = kerWi (D) , (i = 1, 2, . . . , n) and that

RΓ =
n⋂

i=1

ker (Γi −Di) . (22)

Then
RΓ = R1 ⊗B ⊗R2 ⊗B · · · ⊗B Rn. (23)
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Proof. Note that the induced maps Vij on Hi and V †
ij , Γi and Di on H are comodule ho-

momorphism. Hence also Wi (D) and Γi − Di are comodule homomorphism and their kernels
are subcomodules of Hi and H, respectively. The commutativity of diagram (6) implies that the
diagram

H (Γi−Di)
n
i=1−→ Hn

‖ ↓V

H (Wi(D)†)n

i=1−→ Hn

(24)

commutes. Because V is invertible it follows that

RΓ =
n⋂

i=1

R†i , (25)

where R†i = kerWi (D)†. Note that R†1 = R1 ⊗B H2 ⊗B · · · ⊗B Hn because the cotensor product
preserves kernels by Lemma 4.1. Next we suppose that for k < n we have that

k⋂

i=1

R†i = R1 ⊗B · · · ⊗B Rk ⊗B Hk+1 ⊗B · · · ⊗B Hn. (26)

We want to show that (26) holds for k replaced by k + 1 and thus prove the theorem by induction
on k. Because the cotensor product preserves kernels (Lemma 4.1) it follows that the diagram

0 0 0
↓ ↓ ↓

0 → Rk ⊗B Rk+1 → Hk ⊗B Rk+1
Wk(D)†→ Hk ⊗B Rk+1

↓ ↓ ↓
0 → Rk ⊗B Hk+1 → Hk ⊗B Hk+1

Wk(D)†→ Hk ⊗B Hk+1

↓Wk+1(D)† ↓Wk+1(D)† ↓Wk+1(D)†

0 → Rk ⊗B Hk+1 → Hk ⊗B Hk+1

Wk(D)†→ Hk ⊗B Hk+1

commutes and has exact rows and columns. This remains valid upon cotensoring all the spaces in
the above diagram byR1⊗B· · ·⊗BRk−1 on the left-hand side and byHk+2⊗B· · ·⊗BHn on the right-
hand side. Then it follows that

⋂k+1
i=1 R†i = R1⊗B· · ·⊗BRk+1⊗BHk+2⊗B· · ·⊗BHn. When k+1 = n

we have that
⋂n

i=1R†i = R1⊗BR2⊗B · · · ⊗BRn and so by (25) RΓ = R1⊗BR2⊗B · · · ⊗BRn. 2

Next we prove an auxiliary result that connects the comodules R(l) with the root subspaces Rl

defined by (8). A version of this result was proved in [13, Lemma]. Now the standard indexing on
the filtration R(l) is carried over to Rl and thus the eigenspace R0 becomes the 0-th root subspace
rather than the first root subspace.

Theorem 5.2 The linear map ε† : R(l) → Rl, given by restricting IH ⊗ ε : H → H to R(l), is
invertible.

We shall prove the theorem only for n = 2. The general case is similar. Before we proceed we
introduce some notation and prove an auxiliary result.

Suppose that λλλ = (λ1, λ2) is an eigenvalue of (1). Then the coalgebra B(l) = B(l)
λλλ , defined by

(18), has a basis
{∑

r+s=k e1
r ⊗ e2

s

}l

k=0
, where ei

m = em (λi) for i = 1, 2 and m ≥ 0. The following
result describes the structure of the elements in RΓ.
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Lemma 5.3 Suppose that u =
∑

r+s≤l urs ⊗ e1
r ⊗ e2

s ∈ RΓ. Then

(Γ1 − λ1I)urs = ur+1,s and (Γ2 − λ2I)urs = ur,s+1, (27)

where 0 ≤ r + s ≤ l, and urs = 0 if r + s > l.

Proof. Recall that RΓ =
⋂2

i=1 ker (Γi −DiI). Then it follows that

0 = (Γi −Di)u =
∑

r+s≤l

[
Γ1urs ⊗ e1

r ⊗ e2
s − urs ⊗

(
λ1e

1
r + e1

r−1

)⊗ e2
s

]
=

=
∑

r+s≤l

((Γ1 − λ1I) urs − ur+1,s)⊗ e1
r ⊗ e2

s.

Therefore (Γ1 − λ1I) urs = ur+1,s since e1
r ⊗ e2

s are linearly independent. The proof of relation
(27) for Γ2 is the same. 2

Proof of Theorem 5.2. Define η : Rl →R(l) by

η (u) =
∑

r+s≤l

(Γ1 − λ1I)r (Γ2 − λ2)
s
u⊗ e1

r ⊗ e2
s.

Then it follows that
(
ε† ◦ η

)
u = u and by Lemma 5.3 also that

(
η ◦ ε†

)

 ∑

r+s≤l

urs ⊗ e1
r ⊗ e2

s


 =

∑

r+s≤l

urs ⊗ e1
r ⊗ e2

s.

Thus η is the inverse of ε†. 2

Consider the exact sequence

0 → Ro → Ho (Γi−Di)
n
i=1−→ (Ho)n

,

where Ho = H ⊗ F [x1, x2, . . . , xn]o is cofree and Ro =
⋂n

i=1 ker (Γi −Di). If F is algebraically
closed then (16) induces the direct sum decomposition

Ro =
⊕

λλλ

Rλλλ,

where Rλλλ is defined as in (22), now indexed by λλλ, and the sum is over all eigenvalues of the
commuting system {Γi}. The following result is an immediate consequence of Theorems 5.1 and
5.2. Here, for each i,

0 →Riλλλ → Hi ⊗ Bλλλ
Wi(D)−→ Hi ⊗ Bλλλ

is exact and Rλλλ = ε†
(R1λλλ ⊗Bλλλ R2λλλ ⊗Bλλλ · · · ⊗Bλλλ Rnλλλ

)
.

Corollary 5.4 If F is algebraically closed then the vector space H has a direct sum decomposition

H =
⊕

λλλ

Rλλλ, (28)

where the sum is over all eigenvalues λλλ of the system {Wi}.
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Corollary 5.4 was proved already by Atkinson [5, Theorem 6.9.2]. Note that describing a basis
for each Rλλλ (as we do in §7) gives then a completeness result for regular multiparameter systems.

If F is not algebraically closed then

F [x]o =
⊕

q

Bq, (29)

where the direct sum is over all the irreducible polynomials q over F . Here Bq =
⋃∞

l=0 B(l)
q , where

B(l)
q is the vector space of all the linear functionals on F [x] /I and I is the ideal generated by

ql+1. (For details see [14].) As in (16), (29) induces a direct sum decomposition

F [x1, x2, . . . , xn]o =
⊕
q

Bq, (30)

where q = (q1, q2, . . . , qn) runs over all n-tuples of irreducible polynomials (in one variable) over F
and Bq = Bq1⊗Bq2⊗· · ·⊗Bqn . Theorem 5.1 and Corollary 5.4 remain valid in the case of a general
field F if λλλ is replaced by q in their statements. Here we only need to consider q = (q1, q2, . . . , qn)
such that

⋂n
i=1 qi (Γi) 6= {0}.

We also remark that Theorem 5.1 remains valid if the coalgebra B is replaced by another
subcoalgebra of F [x1, x2, . . . , xn]o. In particular, setting B = B(0) (∼= F ) in (23) of Theorem 5.1
one gets (7), that is Atkinson’s Theorem [5, Th. 6.9.1]. Theorem 5.1 enables us to construct root
subspaces associated with a multiparameter system without constructing the operators Γi. One
only has to verify that the multiparameter system is regular in order to get the completeness result
(28). The right-hand side of (23) is defined even when the multiparameter system is not regular
and one can still define root subspaces corresponding to any λλλ ∈ Fn (or q). However, we shall
not study properties of root subspaces in such generality in this paper.

6 The Structure of the Root Subspaces

In this and the following sections we assume that n = 2. For a general n the ideas used in the
presentation remain the same, but the constructions are of course technically more complex.

Assume that λλλ = (λ1, λ2) is an eigenvalue of (1) with ascent L. For l = 0, 1, . . . , L and
i = 1, 2 define R(l)

i = Ri ∩ H(l)
i and R(l) =

(R1 ⊗B R2

) ∩ H(l), where the comodules H(l)
i =

Hi ⊗ B(l) (i = 1, 2) and H(l) = H ⊗ B(l) are cofree. Note that R(L) = R = R1 ⊗B R2. Now we
describe the structure of the elements of R(l)

i and R(l).

Lemma 6.1 A vector vi =
∑

r+s≤l v
i
rs ⊗ e1

r ⊗ e2
s is in R(l)

i if and only if

Wi (λλλ) vi
rs + Vi1v

i
r+1,s + Vi2v

i
r,s+1 = 0, (31)

for all r, s such that 0 ≤ r + s ≤ l. Here vrs = 0 if r + s > l.
Similarly, u =

∑
r+s≤l urs ⊗ e1

r ⊗ e2
s is in R(l) if and only if we have that

Wi (λλλ)† urs + V †
i1ur+1,s + V †

i2ur,s+1 = 0, (32)

for i = 1, 2 and all r, s such that 0 ≤ r + s ≤ l. Here urs = 0 if r + s > l.

Proof. Since vi ∈ Ri = ker Wi (D) it follows by (14) that

0 = −Wi (D) vi =
∑

r+s≤l

[−Vi0v
i
rs ⊗ er

1 ⊗ es
2+

10



+Vi1v
i
rs ⊗

(
λ1e

1
r + e1

r−1

)⊗ e2
s + Vi2v

i
rs ⊗ e1

r ⊗
(
λ2e

2
s + e2

s−1

)]
=

=
∑

r+s≤l

Wi (λλλ) vi
rs ⊗ e1

r ⊗ e2
s + Vi1v

i
r+1,s ⊗ e1

r ⊗ e2
s + Vi2v

i
r,s+1 ⊗ e1

r ⊗ e2
s,

and (31) for all r, s is then equivalent to vi ∈ R(l)
i because of the linear independence of the e1

r⊗e2
s.

The proof of the second part of the lemma is similar. 2

From the definition of R it follows that Γiu = Diu for u ∈ R. Lemma 5.3 implies then that
Ti = Di − λiI = Γi − λiI maps R(l+1) to R(l) for l ≥ 0, and that the diagram

R(l+1) T2→ R(l)

T1 ↓ ↓T1

R(l) T2→ R(l−1)

commutes for l > 0.
The following result is an immediate consequence of Lemma 6.1.

Lemma 6.2 Suppose that π(l) : H(l+1) → H(l) is the canonical projection given by π(l)
(∑

r+s≤l+1 urs ⊗ e1
r ⊗ e2

s

)
=∑

r+s≤l urs ⊗ e1
r ⊗ e2

s. Then the diagram

R(l+1) (T1,T2)−→ R(l) ⊕R(l)

π(l) ↓ ↓V

H(l)
(W1(λλλ)†,W2(λλλ)†)−→ H(l) ⊕H(l)

commutes. 2

Suppose that T = (T1, T2) : R(l+1) →R(l) ⊕R(l) is defined by Tu = (T1u, T2u) and

R(l) ⊕T R(l) =
{

(u1, u2) ∈ R(l) ⊕R(l); T2u1 = T1u2

}
. (33)

Then im T ⊂ R(l) ⊕T R(l). Denote next the kernel of the composite linear map

R(l) ⊕T R(l) V→ H(l) ⊕H(l) (q1,q2)→
(
H(l)/imW1 (λλλ)†

)
⊕

(
H(l)/imW2 (λλλ)†

)

by N (l). Here qi : H(l) → H(l)/im Wi (λλλ)† is the canonical projection.

Lemma 6.3 The kernel of T : R(l+1) →R(l) ⊕R(l) is equal to R(0) and its image is N (l).

Proof. Note that

T


 ∑

r+s≤l+1

urs ⊗ e1
r ⊗ e2

s


 =


 ∑

r+s≤l

ur+1,s ⊗ e1
r ⊗ e2

s,
∑

r+s≤l

ur,s+1 ⊗ e1
r ⊗ e2

s


 .

Then it follows that kerT = R(0). Lemma 6.2 implies that im T ⊂ N (l). To prove the converse
relation assume that (u1, u2) ∈ N (l). Then there exists w =

∑
r+s≤l wrs⊗e1

r⊗e2
s ∈ H(l) such that

11



V †
i1u1 + V †

i2u2 + Wi (λλλ)† w = 0, and in particular V †
i1u

1
00 + V †

i2u
2
00 + Wi (λλλ)† w00 = 0. By Lemma

6.1 we have that

u = w00 ⊗ e1
0 ⊗ e2

0 +
∑

r+s≤l

u1
rs ⊗ e1

r+1 ⊗ e2
s +

l∑

k=0

u2
0k ⊗ e1

0 ⊗ e2
k+1

is in R(l+1). Furthermore, Tu = (u1, u2) and so N (l) ⊂ im T . 2

Suppose that (u1, u2) ∈ N (l) and that w and u are as in the proof of the previous lemma.
Then we define S (u1, u2) = u. Note that vector w00 is not uniquely determined. So in order
to define the map S unambiguously we first define it on a basis for N (l) and then extend it by
linearity. Then we have :

Lemma 6.4 The composite map T ◦ S is the identity on N (l) and (S ◦ T )u − u ∈ R(0) for
u ∈ R(l+1). 2

The subspace R(l)
i ⊕T R(l)

i of R(l)
i ⊕ R(l)

i is defined by replacing R by Ri in (33). Then the
identifications

(R1 ⊗B (R2 ⊕R2)
)(l) ≡ R(l) ⊕R(l) ≡ (

(R1 ⊕R1)⊗B R2

)(l)

induce identifications
(R1 ⊗B (R2 ⊕T R2)

)(l) ≡ R(l) ⊕T R(l) ≡ (
(R1 ⊕T R1)⊗B R2

)(l)
(34)

because Di acts on H as identity. Suppose that the composite linear map

R(l)
i ⊕T R(l)

i
Vi→ H(l)

i

qi→ H(l)
i /imWi (λλλ) ,

where Vi is given by Vi (v1, v2) = Vi1v1+Vi2v2, has kernelN (l)
i . Then it follows via the identification

(34) that
N (l) =

(R1 ⊗B N2

)(l) ∩ (N1 ⊗B R2

)(l)
(
⊂ R(l) ⊕T R(l)

)
. (35)

7 Algorithm to Construct Bases for Root Subspaces

In this section we present an algorithm for the construction of a basis for the root subspaces of
multiparameter systems. From Theorem 5.2 it follows that the filtration on R carried over by ε†

to H induces the filtration of the root subspaces given by (8). Thus if B(l) is a basis for R(l),
(l = 0, 1, . . . , L) then ε†

(
B(l)

)
is a basis for Rl.

Algorithm 7.1 Step I Find a basis bi0 =
{
vk

i0

}ji

k=1
for kerWi (λλλ) (i = 1, 2). Here ji = dim kerWi (λλλ).

Then
B(0) =

{
ukl = vk

10 ⊗ vl
20 ⊗ e1

0 ⊗ e2
0, k = 1, 2, . . . , j1, l = 1, 2, . . . , j2

}

is a basis for R(0). Set l = 0 and N (−1) = {0} and b(−1) = ∅.
Step II Consider Vi : R(l)

i ⊕T R(l)
i → H(l)

i /imWi (λλλ) given by Vi (v1, v2) = Vi1v1 + Vi2v2.
Denote the kernel of Vi by N (l)

i and write

N (l) =
(R1 ⊗B N2

)(l) ∩ (N1 ⊗B R2

)(l)
(
⊂ R(l) ⊕R(l)

)
.
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If N (l) = N (l−1) then go to Step IV else proceed with Step III.
Step III Find a basis b(l)

i for N (l)
i . Complete the basis b(l−1) for N (l−1) to a basis b(l)

for N (l) using the vectors from b(l)
1 and b(l)

2 . Lift the set b(l)\b(l−1) via S to a set b
(l+1)

. Then

B(l+1) = B∪ b
(l+1)

. Set l = l + 1 and repeat Step II.
Step IV Write L = l and find B = ε†

(
B(L)

)
. Quit the algorithm.

The set B is a basis for the root subspace of the multiparameter system (1) at λλλ and L is the
ascent of λλλ.

Proof. By (7) it follows that B(0) is a basis for R(0). We proceed to prove that B(l) is a basis
for R(l) by induction on l. Suppose that B(l) is a basis for R(l). Since b(l) is a basis for N (l) then
Lemma 6.4 implies that b

(l+1)
= S

(
b(l)\b(l−1)

)
is a basis for a complement of R(l) in R(l+1).

Hence B(l+1) = B(l) ∪b
(l+1)

is a basis for R(l+1). Finally, by Theorem 5.2, B is a basis for RL. 2

We remark that ε† (Bl) for l ≥ 0 obtained in Algorithm 7.1 is a basis for Rl. In particular,
ε† (B1) is the same as the basis described in [8, Theorem 6.3]. If λλλ is nonderogatory [19], then
Algorithm 7.1 reduces to a procedure similar to [19, Algorithm 16].

For comparison with [6, 19] we consider [6, Example 4.4], which is [19, Example 20]. Here
F = C.

Example 7.2 The two-parameter system

W1 (λλλ) =
[

2 1
1 2

]
λ1 +

[ −1 0
0 −1

]
λ2 −

[
1 0
0 0

]

and

W2 (λλλ) =
[ −4 1

1 −4

]
λ1 +

[
2 0
0 2

]
λ2 −

[
1 0
0 0

]

has 0 as an eigenvalue. As in [6, 19] we choose vi
0 =

[
0
1

]
(i = 1, 2) , that spans kerVi0. We write

vi = vi
0 ⊗ e0 ⊗ e0 and y0 = v1

0 ⊗ v2
0. Then B(0) = {u0 = y0 ⊗ e0 ⊗ e0} . The subspace R(0)

i ⊕d R(0)
i

is spanned by (vi, vi), imVi0 =
{[

α
0

]
⊗ e0 ⊗ e0; α ∈ C

}
and

N (0)
i =

{([
0
α
2

]
⊗ e0 ⊗ e0,

[
0
α

]
⊗ e0 ⊗ e0

)
; α ∈ C

}
.

Then
(

1
2u0, u0

)
is a basis for N (0). It remains to lift

(
1
2u0, u0

)
via S. To do so we choose

wi =
[

1
2
0

]
. Then

u1 = S
(

1
2u0, u0

)
= y1 ⊗ e0 ⊗ e0 + y0 ⊗

(
1
2e1 ⊗ e0 +⊗e0 ⊗ e1

)

where u1 = w1 ⊗ v2
0 + v1

0 ⊗ w2. Then B(1) = {u0, u1}. Next we find that N (1)
i = N (0)

i and thus
L = 1 and B = ε†

(
B(1)

)
= {y0, y1} . We quit the algorithm. We remark that the basis B is the

same as that obtained in [6] and [19]. 2
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8 Root Subspaces for Eigenvalues of Fredholm Type

In this section we generalize our main result Theorem 5.1 to a general Hilbert space setting. We
assume that for i = 1, 2, . . . , n the linear maps Vij (j = 0, 1, . . . , n− 1) are bounded on the Hilbert
space Hi and that the Vin are (possibly) unbounded, but closed with dense domain Ci ⊂ Hi.

Here our assumptions are as in [8]. Often in the literature the roles of Vi0 and Vin are reversed.
For us this is not important, since the discussion for the reversed case remains the same. We
also remark that typically in the applications the Vin are differential operators and the Vij are
multiplication operators.

The operators Vij (j = 0, 1, . . . , n − 1) induce operators V †
ij acting on the Hilbert space H =

H1⊗H2⊗· · ·⊗Hn as in (2) and similarly Vin induces an operator V †
in with domain C†i ⊂ H. Because

the (algebraic) tensor product C1⊗C2⊗· · ·⊗Cn, which is dense in H, is a subspace of C =
⋂n

i=1 C†i
it follows that also C is dense in H. Define the operators ∆i (i = 0, 1, . . . , n) , now acting on C,
as in §2. Further assume that ∆0 has bounded inverse and let Γi = ∆−1

0 ∆i : C → C. The linear
map V defined as in (4) is now acting on Cn. Similarly we define a linear map V0 : Cn+1 → Hn

by the array

V0 =




V †
10 V †

11 · · · V †
1n

V †
20 V †

21 · · · V †
2n

...
...

...
V †

n0 V †
n1 · · · V †

nn


 .

Suppose K = Pn+1 (kerV0) ⊂ C, where Pn+1 is the projection of Cn+1 onto the last component
then Theorem 3.2 of [8] states that ΓiΓjx = ΓjΓix for x ∈ K and that the diagram

K
(Γi)

n
i=1−→ Cn

‖ ↓V

K
(V †

i0)
n

i=1−→ Hn

(36)

commutes. If K is replaced by C then the above diagram may not commute anymore. This is
different from the finite-dimensional case (see (6) ). At this stage additional regularity assumptions
are necessary. We assume that K = C, but we comment on a more general case later. The
assumption K = C is satisfied in applications to boundary value problems (see e.g. [8, 10]). We
also remark that to study the commutativity of (36) under various assumptions is an important
topic of Multiparameter Spectral Theory (see [2, 18, 23]).

An eigenvalue λλλ of a multiparameter system (1) where Vij are as above is called semi-Fredholm
if Wi (λλλ) has finite-dimensional kernel for all i. Define the root subspaces Rl corresponding to λλλ
as in (8).

Lemma 8.1 Suppose that λλλ is semi-Fredholm. Then the root subspace Rl (l ≥ 0) is finite-
dimensional.

Proof. Because Rl ⊂ C = K it follows by Corollary 4.2 of [8] that R0 = kerW1 (λλλ) ⊗
kerW2 (λλλ)⊗· · ·⊗kerWn (λλλ). Since λλλ is semi-Fredholm dim R0 =

∏n
i=1 dim kerWi (λλλ) is finite. We

proceed by induction on l using a similar argument as is used in [8] to prove Lemma 5.2 (which is our
lemma for l = 1). Suppose that Rl−1 is finite-dimensional. The range of (Γj − λj) |Rl

is a subspace
of Rl−1 and so finite-dimensional. Then the orthogonal complement Qj of ker (Γj − λj) |Rl

is
finite-dimensional and because Rl = R0 ⊕ Q, where Q =

∑n
j=1 Qj , also Rl is finite-dimensional.

2
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For l ≥ 0 let H(m) = H ⊗ B(m)
λλλ , where B(m)

λλλ is defined in (18). Similarly we define C(m)
i , C(m)

and K(m). The linear transformation Γi−Di is now acting on C(m) while the linear transformations
Wi (D) and Wi (D)†, defined as in (20) and (21), are acting on C(m)

i and C(m), respectively. Then
R(m)

i = ker Wi (D) ⊂ C(m)
i (i = 1, 2, . . . , n) and R(m)

Γ =
⋂n

i=1 ker (Γi −Di) ⊂ C(m).

Theorem 8.2 Suppose that λλλ is a semi-Fredholm eigenvalue of a multiparameter system Wi (λλλ)
(i = 1, 2, . . . , n). Then for each l ≥ 0

R(l)
Γ = R(l)

1 ⊗B(l) R(l)
2 ⊗B(l) · · · ⊗B(l) R(l)

n . (37)

Proof. Because diagram (36) commutes it follows that the diagram

K(l) (Γi−Di)
n
i=1−→ (C(l)

)n

‖ ↓V

K(l)
(Wi(D)†)n

i=1−→ (H(l)
)n

also commutes. Since V is one-to-one (∆0 has an inverse) and Rm ⊂ C = K we see that
R(l)

Γ =
⋂n

i=1R†(l)i , where R†(l)i = kerWi (D)†. To complete the proof proceed by induction as
in the proof of Theorem 5.1. 2

For relation (37) to hold it suffices to assume that Rl ⊂ K instead of K = C. However, if
Rl 6⊂ K then (37) does not hold in general anymore as Examples 4.4 and 5.1 of [8] show. Then
the right-hand side of (37) is equal to R(l)

Γ ∩ K(l). We also remark that Algorithm 7.1 can be
generalized directly to the setting considered in this section.

We conclude with some remarks. It has been already noticed in the literature [6, 11, 16] that in
order to find root vectors for the Γ’s one has to consider the recursive systems of equations similar
to (31) and (32) for n = 2, and solve them for the vectors vi

rs and urs, respectively. However, except
in some special cases mentioned later, no general method was known to construct root vectors for
the Γ’s given the vectors vi

rs or urs. It is shown in this paper how to find root vectors using the
cotensor product of certain comodules associated with Wi (λλλ). By Algorithm 7.1 one then finds
bases for the root subspaces of the Γ’s using the original operators Vij and that amounts to first
solving the systems of equations (31) for vi

rs, and then ‘equalizing’ these solutions for different
i. In general, this is a technically involved process. Now it would be interesting to find classes
of eigenvalues for which the structure of the root subspaces is simpler. Beside the semi-simple
case, i.e., when the eigenvectors span the root subspaces (this happens for instance in the so-called
right definite case [5, 26]), there are two classes known in the literature. These are the class of
real eigenvalues for the uniformly elliptic multiparameter systems where Binding’s construction
provides bases for root subspaces [6, Theorem 3.4], and the class of nonderogatory eigenvalues for
which bases for root subspaces in finite-dimensions are constructed in [19, Algorithm 16].
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[8] P.A. Binding and T. Košir. Second Root Vectors for Multiparameter Eigenvalue Problems of
Fredholm Type, preprint.

[9] P.A. Binding and K. Seddighi. Elliptic Multiparameter Eigenvalue Problems. Proc. Edin.
Math. Soc., 30:215–228, 1987.

[10] M. Faierman. Two-parameter Eigenvalue Problems in Ordinary Differential Equations, vol-
ume 205 of Pitman Research Notes in Mathematics. Longman Scientific and Technical, U.K.,
1991.

[11] G.A. Gadzhiev. On a Multitime Equation and its Reduction to a Multiparameter Spectral
Problem. Soviet. Math. Dokl., 32:710–713, 1985.

[12] G.A. Gadzhiev. Introduction to Multiparameter Spectral Theory (in Russian). Azerbaijan
State University, Baku, 1987.
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[14] L. Grunenfelder and M. Omladič. Linearly Recursive Sequences and Operator Polynomials.
Lin. Alg. Appl., 182:127–145, 1993.
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