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ABSTRACT 

A necessary and sufficient condition for any set of matrices to have an eigenvector 
in common is given; and the connection between common divisors of matrix poly- 
nomials and common Jordan chains of their first companion matrices is studied. 

1. INTRODUCTION 

A computable criterion for two matrices to have an eigenvector in 
common was given by Shemesh in [ 11. Our Theorem 1 is a natural generaliza- 
tion of this result for any finite set of matrices. We also give a necessary and 
sufficient condition for any set of matrices to have an eigenvector in 
common. 

In Section 3 we study common Jordan chains of matrices. The main result 
of the paper is given in Section 4, where we characterize common right 
divisors of matrix polynomials by common Jordan chains of their first 
companion matrices. 

2. COMMON EIGENVECTORS 

Let us first fix the notation. For n >, 1 the symbol WI, will denote the set 
{L2,..., n} andN,={O}.Thesymbol h(n,,n,,...,n,)willbeusedforthe 
Cartesian product N “, _ 1 X . . . Xlil,i_l andthesymboliPi,jforthesetofall 
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injective transformations q: N i + N j such that ~(1) < ~42) < . . . -c (p(i). 
We will use the symbol IIj for the set of all permutations v of order i such 
that ~(1) # 1. 

Let C,,Cz,..., Ci be complex n X n matrices, and let pj be the degree of 
the minimal polynomial of the matrix Cj for j = 1,2,. . . , i. Define 

where the first intersection runs over all elements K = (k,, k,, . . . , ki) of the 

set A(P,,Pz,...,Pi). 

THEOREM 1. The complex n x n matrices C,, C,, . . . , C, have a common 
eigenvector if and only if 

Proof For every nonzero vector x E N we define the subspace NX = 
( P(C,> cm f.. f C,)x; p E P,}, where 9, denotes the set of all complex 
polynomials in r noncommutative variables. As in the proof of [l, Theorem 
3.1.1, it can be shown that the matrices C,, C,, . . . , C, leave the subspace XX 
invariant and commute on it. Consequently, they have a common eigenvector 
in Mr. H 

REMARK. The criterion for any set of matrices to have an eigenvector in 
common can also be given. Let { C, } a E A be any set of matrices and B C A a 
finite subset. We define for the finite family of matrices {C, }p EB the 
subspace MB as in (1). Then the matrices { C,}, E A have a common 
eigenvector if and only if the subspace 

is not trivial. The intersection runs over all finite subsets B c A. If the space 
JV is not trivial, then there exists a finite subset BO c A (not necessarily 
unique) such that .N = MB0 and for every pair of sets B, and B,, where 
B, c B. C B, c A, it holds that Ns, = .Ns, = .N and Ns, # JV. 
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3. COMMON JORDAN CHAINS 

DEFINITION. A finite sequence of nonzero vectors xi, x2,. . . , xk is said to 
be a common Jordan chain of matrices C,, C,, . , . , C, at the same eigenvalue 
A,, if the following relations hold: 

CjXl = x,x,, 

cjxi = A(& + xi_ 1 

for j= 1,2,..., r andfori=2,3 ,..., k. 

If a sequence x1,x2,..., xk is a Jordan chain for matrices C,, C,, . . . , C, 
(not necessarily at the same eigenvalue), then it lies in the subspace Jtr 
defined by (1). We could check this using the definition of the subspace M. 
But we will limit our interest to common Jordan chains at the same 
eigenvalue, since they are connected in a certain way with common right 
divisors of matrix polynomials (see Theorem 3 below). 

THEOREM 2. If the subs-pace .M c 62 n is the subspace spanned by all 
common Jordan chains at the same eigenvalues of matrices C,, C,,.. ., C,., 
then 

.M=.Nn.N’ (2) 

where JV’= fli,ln& ker(C, - Cj) and JV is given by (1). 

Proof. For every vector x E .&, for every permutation v E H,, and for 
k,, k s,. . . , k, E N U (0) it holds that 

where S = Cl= ,ki. Indeed, this is true for every member of a common Jordan 
chain at the same eigenvalue, and therefore for every linear combination of 
these vectors. Thus, we have proved the relation A C .N n N’. The matrices 
C,, C,, . . . > C, leave the subspace X n N’ invariant, and they commute on 
it. Since C,x=C,x for every xENn.N’ and for i=2,3,...,r, every 
Jordan chain of the matrix C, in the subspace Jlr n M’ is a common Jordan 
chain at the same eigenvalue of the matrices C,, C,, . . . , C,, and the theorem 
follows. I 
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4 COMMON DIVISORS OF MATRIX POLYNOMIALS 

Let M(X) = Zh”’ + A,,_,X’“-’ + . . . + A,X + A, be a manic matrix 
polynomial, where I, A,,, _ r, A,,, _ s, . . . , A, are complex n X n matrices. 

Let us introduce some definitions analogous to those in [2]. 

DEFINITION. A finite sequence of vectors xi, x2,. . . , xk (with x1 non- 
zero) is called a Jordan chain for M( X ) at the eigenvalue X 0 if the following 
equations are satisfied: 

for p = O,l,. . . , k - 1. 
The mn x mn matrix 

0 Z 0 
0 0 Z 
; ! ; 

0 0 0 
-A, -A, -A, 

. . . 0 

. . . 0 

*** 4 . . . i 
. . . - k-1 

is called the first companion m&ix of the polynomial M(h). The pair of 
matrices (X, J), where X E Cnxm” and _Z E C”“x”” is a Jordan matrix, is 
called the canonical pair of the polynomial M(h) if the following relation 
holds 

where 

X 
Xl 

i=: . I* I X]"_' 

For more information see [2, p. 81. 
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A subspace Y C 6 m" is called a supporting subspace of the matrix 
polynomial M(X) if 

(i) the subspace Y is invariant for the first companion matrix C 
(ii) the matrix PkXl is invertible, where the matrix 2, E C mnxkn is a 

submatrix of the matrix 2 such that the columns of 2, span the subspace Sp, 
and the matrix Pk = [I, O] E Cknxmn is the projection on the first kn 
components. 

REMARK. Let Y be a supporting subspace of the matrix polynomial 
M(X). We have chosen the matrix x’, so that it is a submatrix of the matrix 
X. Therefore X, is of the form 

Xl 
x111 

&=. , 1: i X1./;'-' 

where XI~GnXkn and Jl~Cknxk” is a Jordan matrix. Using [Z, Corollary 2, 
p. 291 and [2, Theorem 21 it can be shown that the pair of matrices (X,, Jr) 
determines uniquely the right divisor of M(X). 

Now we are interested in common divisors of the matrix polynomials 

M,(A)> M,(X),..., M,(h). We can assume that these polynomials are of the 
same degree. (If they are not, we can multiply each of them by a correspond- 
ing polynomial ZXk.) 

REMARK. Let the matrix polynomial M,(X) have the first companion 
matrix C, for i = 1,2,.. ., r. If a sequence x1, zs,. . . , xk is a Jordan chain for 
every matrix Ci, then rr, x2,. . . , xk is a common Jordan chain at the same 
eigenvalue of matrices C, , C, , . . . , Cr. We get this result from [l, Theorem 
4.1.1 using induction. 

THEOREM 3. Let the matrix polynomials M,(X), M,(X), . . . , M,(A) be of 
the same degree, denote by C,,C,, . . . , C, their first companion matrices, and 
define the subspace A by (2). Then there exists a one-to-one correspondence 
between supporting subspaces lying in _& and common right divisors of the 
polynomials M,(A), M,(h) ,..., M,(X). 

Proof. Let Y be a supporting subspace lyng in &. Then Y is a 
supporting subspace for all polynomials Ml(X), M,(X),.. ., M,(X), since for 
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every vector r E & it holds that C,x = Cjx for i, j = 1,2,. . . , r. By [3, 
Corollary 3.131 the subspace 9’ determines uniquely a common right divisor. 
It is obvious that this common right divisor determines the same supporting 
subspace 9’. n 

REMARK. Let M'(A) denote the transposed and conjugated polynomial. 
Then a left divisor L(X) of the matrix polynomial M(A) can be viewed as a 
right divisor LH(X) of the polynomial MH(A). Therefore, we can describe 
common left divisors of matrix polynomials M,(X), M,(X), . . . , M,(X) by 
common right divisors of polynomials M?(X), MF( A), . . . , MF( A). 
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