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Abstract

A completeness theorem for nonderogatory eigenvalues of multiparameter systems

is proved in a �nite�dimensional setting� Also a basis for the second root subspace of

a simple eigenvalue is given� Weakly�elliptic multiparameter systems are introduced�

It is shown that simple real eigenvalues of such systems are nonderogatory�

� Introduction

When boundary value problems for partial di�erential equations are solved using the
method of separation of variables the resulting system �called a multiparameter system� of
boundary value problems for ordinary di�erential equations is linked linearly by separation
constants �parameters�� To give a solution in terms of Fourier�type series we need to solve
completeness problems� i�e�� to �nd a complete set of generalized eigenfunctions� These
problems have been considered since the early days of multiparameter spectral theory late
last century� For some recent presentations of multiparameter spectral theory and related
boundary value problems we refer the interested reader to 	
� �� ���

It was Atkinson 	�� who revived the theory in ��
�s� introducing an abstract setting
for the study of multiparameter spectral problems� This setting involves a system of linear
multiparameter pencils

Wi ����� �
nX

j��

Vij�j � Vi�� i � �� �� � � � � n� �n � �� � ���

called a multiparameter system� �here ��� � ���� ��� � � � � �n� is an n�tuple of parameters and
Vij are linear transformations on a vector space Hi�� and a tensor product construction�

�



Namely� to a multiparameter system ���� which satis�es a certain regularity condition� an
n�tuple of commuting linear transformations on a tensor product space is associated� This
n�tuple of commuting linear transformations is called an associated system� We brie�y
introduce this construction in the next two sections�

Completeness problems in the abstract setting involve �nding bases for the root sub�
spaces of an associated system in terms of the underlying multiparameter system� Atkin�
son showed that the eigenspaces of the associated system are spanned by decomposable
tensors which are easily described by the underlying multiparameter system� The struc�
ture of root vectors other than eigenvectors is yet to be described fully� This has been so
far considered mostly for self�adjoint multiparameter systems� For example� Binding 	��
solved it for real eigenvalues of uniformly elliptic multiparameter systems� Completeness
problems for nonself�adjoint multiparameter systems have not been considered much in
the literature �Isaev�s paper 	��� being an exception�� even for �nite�dimensional cases�
though these problems were posed in the literature� for example by Atkinson 	�� and Isaev
	����

In our presentation we study multiparameter systems on �nite�dimensional vector
spaces� We assume that the multiparameter system is nonsingular� i�e�� a certain linear
transformation on the tensor product space is invertible� Then we consider a class of
eigenvalues for multiparameter systems called simple eigenvalues and a subclass of simple
eigenvalues called nonderogatory eigenvalues�

The �rst important result is Theorem �� It describes a basis for second root subspaces
for simple eigenvalues de�ned in Section � In Section � we de�ne nonderogatory eigenval�
ues for multiparameter systems� They correspond to the equivalent notion for commuting
sets of matrices� of which associated systems are particular cases� In proving this we need
a result from 	���� Our main result is the completeness theorem for nonderogatory eigen�
values of multiparameter systems� stated and proved in Section �� From the discussion
preceding the main theorem and from its proof we obtain a computational procedure to
�nd a basis for the root subspace of a nonderogatory eigenvalue� We present this proce�
dure in Section �� We also include an example to illustrate the procedure� The structure
of vectors in the basis is the same as the structure of root vectors in 	��� although the
methods used here are completely di�erent� We brie�y compare our methods with those
of 	�� at the end of this article�

In general self�adjoint multiparameter systems also possess nonreal and non semi�
simple eigenvalues� Hence our results are of interest for these systems as well� We con�
sider such systems in the last section� There we introduce the notion of weakly�elliptic
multiparameter systems� These include elliptic multiparameter systems as they are usu�
ally de�ned in the literature� We show that simple real eigenvalues of weakly�elliptic
multiparameter systems are always nonderogatory and hence our previous results apply�
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� Multiparameter systems and their associated systems

Suppose Hi� i � �� �� � � � � n� are �nite�dimensional vector spaces over complex numbers�
We write dimHi � ni� A multiparameter system ��� is denoted by W� We also write

Ui ����� �
nX

j��

Vij�j�

Next we form a tensor product space H � H� �H� � � � � �Hn� Then it follows that
dimH �

Qn
i�� ni and we write dimH � N � A linear transformation Vij induces a linear

transformation V y
ij on the vector space H� It is de�ned by

V y
ij �x� � x� � � � � � xn� � x� � � � � � xi�� � Vijxi � xi�� � � � � � xn

on a decomposable tensor x� � x� � � � � � xn � H� where xi � Hi� and we extend this
de�nition to H by linearity�

The operator determinant �� is de�ned as the determinant

�� �

����������
V y
�� V y

�� � � � V y
�n

V y
�� V y

�� � � � V y
�n

���
���

���

V y
n� V y

n� � � � V y
nn

����������
� ���

It is a linear transformation acting on H and it is well de�ned because two transformations
from di�erent rows in ��� commute� It can be written also as a �tensor determinant�

�� �
X
���n

����sgn� V����� � V����� � � � � � Vn��n��

where �n is a set of all permutations of the set f�� �� � � � � ng and sgn� is the sign of a
permutation � � �n� Similarly we de�ne operator determinants

�i �

�����������

V y
�� � � � V y

��i�� V y
�� V y

��i�� � � � V y
�n

V y
�� � � � V y

��i�� V y
�� V y

��i�� � � � V y
�n

���
���

���
���

���

V y
n� � � � V y

n�i�� V y
n� V y

n�i�� � � � V y
nn

�����������
for i � �� �� � � � � n�

If z � x� � x� � � � � � xn � H is a decomposable tensor then it follows that

��z �
X
���n

����sgn� V�����x� � V�����x� � � � � � Vn��n�xn�

In determinantal form we have

��z �

����������
V��x� V��x� � � � V�nx�
V��x� V��x� � � � V�nx�

���
���

���
Vn�xn Vn�xn � � � Vnnxn

����������
� ���

�



If w � y� � y� � � � � � yn � H is another decomposable tensor then we write

w�z �
nY

i��

y�i xi ��

and

w���z �

����������
y���V��x�� y���V��x�� � � � y���V�nx��
y���V��x�� y���V��x�� � � � y���V�nx��

���
���

���
y�n�Vn�xn� y���Vn�xn� � � � y�n�Vnnxn�

����������
�

Note that �� is extended by linearity to a scalar product on H� Here y�i xi stands for a
scalar product of vectors xi and yi in Hi�

It was proved by Atkinson in 	�� Theorem 
����� that the operator determinant ���
retains the usual properties of a scalar determinant when we perform column operations
on it� It is an immediate consequence of this result that the same is true when col�
umn operations are performed on vector determinant ���� We state this result for future
reference�

Lemma � For an operator determinant ��� and a vector determinant ��� we have the

following properties �

�i� if two columns are interchanged the sign of a determinant changes�

�ii� if columns are linearly dependent the determinant vanishes�

�iii� the determinant remains unchanged if a scalar multiple of one column is added to

another column�

�iv� the determinant is linear in every column�

De�nition� A multiparameter system W is called nonsingular if the corresponding de�
terminantal transformation �� is invertible�

We assume throughout our discussion that multiparameter systems considered are
nonsingular� With a nonsingular multiparameter system W we associate an n�tuple of
linear transformation �i � ���

� �i� i � �� �� � � � � n� It is called the associated system �of
a multiparameter system W� and we write � � f������ � � � ��ng� Atkinson proved in 	��
Theorem 
����� that transformations �i commute� He also proved 	�� Theorem 
����� that
if W is a multiparameter system and � is its associated system then

nX
j��

V y
ij�j � V y

i�� for i � �� �� � � � � n� ���

Note that the system of relations ��� connecting the induced transformations V y
ij and

the associated transformations �i can be considered as a generalization of the standard
Cramer�s rule for a system of scalar equations�





� Spectrum� eigenspaces and second root subspaces

De�nition� Suppose that W is a multiparameter system� Then an n�tuple ��� � Cn is
called an eigenvalue of W if all Wi ����� are singular� The set of all the eigenvalues of W
is called the spectrum of W and it is denoted by � �W��

De�nition� Suppose that � � f�i� i � �� �� � � � � ng is a set of commuting matrices� An

n�tuple ��� � ���� ��� � � � � �n� � Cn is called an eigenvalue of � if
nT

i��
ker ��iI � �i� �� f�g�

The set of all the eigenvalues of � is called the spectrum of � and it is denoted by � ����

The subspace
nT

i��
ker ��iI � �i� is called the eigenspace of � at ��� and we denote it by

ker ����I� �� � We also write
d� � dim ker ����I� �� �

Before we continue our discussion we recall another result of Atkinson�

Theorem � 	�� Theorem 
����� Suppose that W is a multiparameter system and � is its
associated system� Then we have � �W� � � ���� Furthermore if ��� � � �W� then

ker ����I� �� � kerW� ������ kerW� ������ � � � � kerWn ����� �

� A basis for the second root subspace for simple eigenval�

ues

De�nition� Suppose that ��� � � �W�� Then we call the subspace

ker ����I� ��� �
n�

i��

n�
j�i

ker 	��iI � �i� ��jI � �j��

the second root subspace of W at ���� We write

d� � dim ker ����I� ��� � dim ker ����I� �� �

De�nition� An eigenvalue ��� � � �W� is called simple if dim kerWi ����� � � for all i�

In this section we assume that an eigenvalue ��� � � �W� is simple� Then it follows
from Theorem � that d� � �� and furthermore� if xi� � Hi� i � �� �� � � � � n� are nonzero
vectors such that Wi ����� xi� � � then the vector z� � x�� � x�� � � � � � xn� spans the
eigenspace ker ����I� ���

Next we choose nonzero vectors yi� � Hi� i � �� �� � � � � n� such that Wi ������ yi� � ��
where W ������i is the adjoint linear transformation of Wi ����� � and we form an n�n matrix

B� �

������
y���V��x�� y���V��x�� � � � y���V�nx��
y���V��x�� y���V��x�� � � � y���V�nx��

���
���

���
y�n�Vn�xn� y�n�Vn�xn� � � � y�n�Vnnxn�

�����	 �

�



Suppose that z� � ker ����I� ��� n ker ����I� ��� Then we have

��iI � �i� z� � aiz�� i � �� �� � � � � n�

where ai are complex numbers and not all of them are zero� We write

a � 	a�� a�� � � � � an�T �

Lemma � Let a � Cn be as above� Then a � kerB��

Proof� It follows from relation ��� that

V y
i�z� �

nX
j��

V y
ij�jz� �

nX
j��

V y
ij ��jz� � ajz��

for i � �� �� � � � � n� These relations can be written as

Wi �����y z� � Ui �a�y z�� �
�

Next we choose vectors vi � Hi� i � �� �� � � � � n� such that v�i xi� � �� The vectors
wi � v� � � � � � vi�� � yi� � vi�� � � � � � vn are such that Wi ������ywi � �� Then it follows
from �
� that w�

iUi �a�y z� � �� Because z� and wi are decomposable tensors and v�i xi� � �
it follows that y�i�Ui �a�xi� � � for all i� This is equivalent to a � kerB�� �

Lemma � Suppose that a � 	a�� a�� � � � � an�T � kerB� is not zero� Then there exist

vectors xi� � Hi� i � �� �� � � � � n� such that

Ui �a�xi� � Wi �����xi�� ���

Furthermore� the vector

z� �
nX

i��

x�� � � � � � xi���� � xi� � xi���� � � � � � xn� ���

is such that

��iI � �i� z� � aiz��

Proof� For a � kerB� it follows that y�i�Ui �a�xi� � � for all i� Then the vector
Ui �a�xi� is orthogonal to the kernel of Wi ������ and so it is in the range of Wi ������ Hence
there exists a vector xi� � Hi such that ��� holds�

It follows from Lemma � that

�i�� ��i �

�����������

V y
�� � � � V y

��i�� W� �����y V y
��i�� � � � V y

�n

V y
�� � � � V y

��i�� W� �����y V y
��i�� � � � V y

�n
���

���
���

���
���

V y
n� � � � V y

n�i�� Wn �����y V y
n�i�� � � � V y

nn

�����������
���






for any index i � �� �� � � � � n� Suppose now that z� � H is given by ���� Applying relations
��� and ��� we obtain

��i�� ��i� z� �

�
nX

j��

�����������������

V��x�� � � � V��i��x�� � V��i��x�� � � � V�nx��
���

���
���

���
���

Vj����xj���� � � � Vj���i��xj���� � Vj���i��xj���� � � � Vj���nxj����
Vj�xj� � � � Vj�i��xj� Uj �a�xj� Vj�i��xj� � � � Vjnxj�

Vj����xj���� � � � Vj���i��xj���� � Vj���i��xj���� � � � Vj���nxj����
���

���
���

���
���

Vn�xn� � � � Vn�i��xn� � Vn�i��xn� � � � Vnnxn�

�����������������
�

����
The value of the determinants above remains the same if we replace the terms Vjkxj��
k � �� � � � � i� �� i� �� � � � � n� by the terms Vjkxj�� Then it follows from Lemma � that ����
is equal to �����������

V y
�� � � � V y

��i�� U� �a�y V y
��i�� � � � V y

�n

V y
�� � � � V y

��i�� U� �a�y V y
��i�� � � � V y

�n
���

���
���

���
���

V y
n� � � � V y

n�i�� Un �a�y V y
n�i�� � � � V y

nn

�����������
z� � ai��z��

Combining the last equality with ���� we have ��i�� ��i� z� � ai��z�� or equivalently�

��iI � �i� z� � aiz��

�

Now we state the main result of this section �

Theorem � Assume that ��� � � �W� is a simple eigenvalue and that


z�� z

�
� � z

�
� � � � � �

zd��

o
is a basis for the second root subspace ker ����I� ��� such that

��iI � �i� z
k
� � aki z� ����

for i � �� �� � � � � n and k � �� �� � � � � d�� We write ak �
h
ak� � a

k
� � � � � � a

k
n

iT
� Thenn

a��a�� � � � �ad�
o
is a basis for the kernel of B��

Conversely� suppose that
n
a��a�� � � � �ad

o
is a basis for the kernel of B�� We write

ak �
h
ak� � a

k
� � � � � � a

k
n

iT
� Then there exist vectors xki� � Hi such that

Ui

�
ak
�
xi� � Wi ����� xki� ����

for i � �� �� � � � � n and k � �� �� � � � � d� Furthermore� the vectors

zk� �
nX

i��

x�� � � � � � xi���� � xki� � xi���� � � � � � xn� ����

�



are such that

��iI � �i� z
k
� � aki z� ���

for all i and k and
n
z�� z

�
� � z

�
� � � � � � z

d
�

o
is a basis for the second root subspace

ker ����I� ����

In particular we have �

Corollary 	 Suppose that ��� � � �W� is a simple eigenvalue� Then it follows that
dim ker ����I� ��� � � � dim kerB�� i�e�� d� � dim kerB��

Proof of Theorem �� Suppose that
n
z�� z

�
� � z

�
� � � � � � z

d�
�

o
is a basis for the second root

subspace ker ����I� ��� such that ���� hold� Then Lemma � implies that ak � kerB��
Because the vectors z�� � z

�
� � � � � � z

d
� are linearly independent and z� �� � it follows that

a��a�� � � � �ad� are linearly independent� hence

d� � dim kerB�� ����

Conversely� suppose now that
n
a��a�� � � � �ad

o
is a basis for the kernel of B�� �Here

we write dim kerB� � d�� Lemma  implies that there exist vectors xki� � Hi such that
relation ���� holds and the vector ���� is such that relation ��� holds for i � �� �� � � � � n and
k � �� �� � � � � d� Let us now show that vectors z�� z

�
� � z

�
� � � � � � z

d
� are linearly independent�

Suppose that �z� �
dP

k��
�kz

k
� � �� Then it follows that

� �
dX

k��

��iI � �i� �kz
k
� �

dX
k��

�ka
k
i z�

for all i� Because z� �� � and a��a�� � � � �ad are linearly independent it follows that �k � �
for all k and then also � � �� Hence the vectors z�� z

�
� � z

�
� � � � � � z

d
� are linearly inde�

pendent� This implies that dim kerB� � d� whence� together with ����� it follows that
d� � dim kerB�� �

� Nonderogatory eigenvalues

In this section we �rst de�ne nonderogatory eigenvalues for arbitrary n�tuples of com�
muting matrices and we consider some of their properties� Next we de�ne nonderogatory
eigenvalues for multiparameter systems so that the two notions of the nonderogatory
eigenvalues coincide for associated systems of multiparameter systems�

De�nition� Suppose that � � f�i� i � �� �� � � � � ng are commuting matrices� An eigen�
value ��� � ���� ��� � � � � �n� � � ��� is called nonderogatory if there exists an integer l � �
such that

dim


n�

i��

ker ��iI � �i�
k

�
� k� for k � �� �� � � � � l � �

�



and

dim


n�

i��

ker ��iI � �i�
k

�
� l� for k � l� l � �� l � �� � � �

The integer l is called the ascent of the eigenvalue ����

Suppose that ��� is an eigenvalue of an n�tuple of commuting matrices �� As before we
write

d� � dim


n�

i��

ker ��iI � �i�

�
and

d� � dim

�� n�
i��

n�
j�i

ker ��iI � �i� ��jI � �j�

�A� d��

Then the following results follow from Corollary � of 	����

Theorem 
 Suppose that � is an n�tuple of commuting matrices and ��� � � ���� Then

��� is nonderogatory if and only if d� � � and d� � ��

Theorem � An eigenvalue ��� for an n�tuple of commuting matrices is nonderogatory if

and only if at least one of �i is a nonderogatory eigenvalue for �i�

We denote the set of multiindices�
�j�� j�� � � � � jn� � � � ji�

nX
i��

ji � k

�
��
�

by �k for k � �� �� �� � � � and we write j � �j�� j�� � � � � jn� � Then we have as a consequence
of the previous theorem �

Corollary � Suppose that ��� � ���� ��� � � � � �n� is nonderogatory� Then

n�
i��

ker ��iI � �i�
k �

�
j�	k

ker
h
���I � ���

j� ���I � ���
j� � � � ��nI � �n�jn

i
for k � �� �� �� � � � �

Now we de�ne a notion of a nonderogatory eigenvalue for a multiparameter system�

De�nition� An eigenvalue ��� � � �W� is called nonderogatory if dim kerWi ����� � � for
all i and dim kerB� � ��

The following result shows that the two notions of a nonderogatory eigenvalue are
consistent for an associated system of a multiparameter system� The result follows from
Theorems � and ��

Corollary � An eigenvalue ��� of a multiparameter system W is nonderogatory if and

only if it is a nonderogatory eigenvalue of the associated system ��

�



� Auxiliary results

De�nition� A Jordan chain z�� z�� � � � � zp is called maximal for a linear transformation
� at a nonderogatory eigenvalue �� if the vector zp does not belong to the range of the
transformation ��I � ��

The next result is a known biorthogonality property between right and left Jordan
chains� We write it for an associated transformation �h in the form we need later� We
assume that the index h is �xed�

Lemma �� Suppose that z�� z�� � � � � zp is a maximal Jordan chain for �h at a nonderoga�

tory eigenvalue �h and w� is a nonzero vector such that ��h�� ��h��w� � �� Then it

follows that w�
���zk � � for k � �� �� � � � � p� � and w�

���zp �� ��

Proof� Note that vector ��
�w� spans ker ��hI � �h�� � the orthogonal complement of

the range Rh of �hI � �h� Because vectors zk � Rh� k � �� �� � � � � p � � it follows that
w�
���zk � � and because zp �� Rh it follows that w�

���zp �� �� �

Lemma �� Let

�
Bl �

h
blij

in
i�j��

� l � �� �� � � � � k � �

�
be a set of n � n matrices and as�

sume that rank�B�� � n � �� Choose a nonzero vector a� � ker �B��� Then there exist

vectors ai� i � �� �� � � � � k such that
l��P
j��

Bjal�j � � for l � �� �� � � � � k if and only if

X
j�	l

����������
bj��� bj��� � � � bj��n
bj��� bj��� � � � bj��n
���

���
���

bjnn� bjnn� � � � bjnnn

����������
� � ����

for l � �� �� � � � � k � ��

Proof� We construct a monic matrix polynomial

L �	� � I	k � Bk��	
k�� � Bk��	

k�� � � � �� B� � 	bij �	��ni�j�� �

Then
L�l� ��� � l �Bl� l � �� �� � � � � k � � ����

and because dim �kerL���� � � the polynomial L �	� has only one elementary divisor at
	 � �� Then by 	�� Corollary ���� p���� it follows that 	 � � is a root of degree k for
the scalar polynomial d �	� � detL �	� if and only if the matrix polynomial L �	� has a
Jordan chain a��a�� � � � �ak at 	 � �� That is� by de�nition� if and only if the vectors
a��a�� � � � �ak� a� �� �� are such that

l��X
j��

�

j 
L�j� ��� al�j � �� for l � �� �� � � � � k� ����

��



or� if we use ����� if and only if

l��X
j��

Bjal�j � �� for l � �� �� � � � � k�

The polynomial d �	� has a root of degree �at least� k at 	 � � if and only if d ��� �
d� ��� � � � � � d�k��� ��� � �� Finally the relations

d�l� ��� �
X
j�	l

l 

j� j� � � � jn 

�����������

b
�j��
�� ��� b

�j��
�� ��� � � � b

�j��
�n ���

b
�j��
�� ��� b

�j��
�� ��� � � � b

�j��
�n ���

���
���

���

b
�jn�
n� ��� b

�jn�
n� ��� � � � b

�jn�
nn ���

�����������
�

� l 
X
j�	l

����������
bj��� bj��� � � � bj��n
bj��� bj��� � � � bj��n
���

���
���

bjnn� bjnn� � � � bjnnn

����������
hold for l � �� �� � � � � k � � and the result follows� �

	 A basis for the root subspace of nonderogatory eigenval�

ues

De�nition� Suppose that ��� � � �W� is nonderogatory� Then we call the subspace

n�
i��

ker ��iI � �i�
N

the root subspace of W at ��� and we write

ker ����I� ��N �
n�

i��

ker ��iI � �i�
N �

This de�nition of root subspace coincides with Atkinson�s 	�� �
������ We recall that
N � dimH�

In this section we assume that ��� � � �W� is nonderogatory� Our main objective is
to construct a basis for the root subspace corresponding to ��� in terms of W� We will
construct this basis by an inductive procedure� Theorem � gives the initial step in this
procedure� It explains how to �nd a basis for the second root subspace� Now we proceed
proving two lemmas yielding the general step of the inductive procedure�

��



Lemma �� Suppose that there exist vectors xi�� xi�� � � � � xi�p � Hi �xi� �� �� and n�tuples
of complex numbers a��a�� � � � �ap �a� �� �� such that

kX
j��

Ui �aj� xi�k�j � Wi �����xik� k � �� �� � � � � p� ����

Then the vectors

zk �
X
j�	k

x�j� � x�j� � � � � � xnjn ����

are such that

��iI � �i� zk �
k��X
j��

ak�j�izj� ����

�Here k � �� �� � � � � p� i � �� �� � � � � n and ak � 	ak�� ak�� � � � � akn�T � We also assume that a

sum with no terms is ��� Furthermore� vectors z�� z�� � � � � zp are linearly independent and
they span the subspace

n�
i��

ker ��iI � �i�
p�� � ����

Proof� Relations ��� and ���� imply that

��i�� ��i� zk �

�����������

V y
�� � � � V y

��i�� W� �����y V y
��i�� � � � V y

�n

V y
�� � � � V y

��i�� W� �����y V y
��i�� � � � V y

�n
���

���
���

���
���

V y
n� � � � V y

n�i�� Wn �����y V y
n�i�� � � � V y

nn

�����������
zk �

�
X
j�	k

�����������������

V��x�j� � � � V��i��x�j�
j���P
l���

U� �aj��l�� x�l� V��i��x�j� � � � V�nx�j�

V��x�j� � � � V��i��x�j�
j���P
l���

U� �aj��l�� x�l� V��i��x�j� � � � V�nx�j�

���
���

���
���

���

Vn�xnjn � � � Vn�i��xnjn
jn��P
ln��

Un �ajn�ln� xnln Vn�i��xnjn � � � Vnnxnjn

�����������������
�

���
By Lemma � the above sum is equal to

X
j�	k

nX
q�r��

jq��X
lq��

ajq�lq �r

�����������������

� � � V��i��x�j� � V��i��x�j� � � �
���

���
���

� � � Vq���i��xq���jq�� � Vq���i��xq���jq�� � � �
� � � Vq�i��xqjq Vqrxqlq Vq�i��xqjq � � �
� � � Vq���i��xq���jq�� � Vq���i��xq���jq�� � � �

���
���

���
� � � Vn�i��xnjn � Vn�i��xnjn � � �

�����������������
�

����

��



In the displayed determinant ���� the �rst i�� and the last n�i�� columns are the same
as in the determinant displayed in ���� The vectors Vqsxqjq � s � �� � � � � i� �� i� �� � � � � n�
in ���� can be substituted for Vqsxqlq without changing the determinant� The sum ���� is
then equal to

X
j�	k

nX
q�r��

jq��X
lq��

ajq�lq �r

�������������������

V y
�� � � � V y

��i�� � V y
��i�� � � � V y

�n
���

���
���

���
���

V y
q���� � � � V y

q���i�� � V y
q���i�� � � � V y

q���n

V y
q� � � � V y

q�i�� V y
qr V y

q�i�� � � � V y
qn

V y
q���� � � � V y

q���i�� � V y
q���i�� � � � V y

q���n
���

���
���

���
���

V y
n� � � � V y

n�i�� � V y
n�i�� � � � V y

nn

�������������������

�

�x�j� � � � � � xq���jq�� � xqlq � xq���jq�� � � � � � xnjn � ��
�

For every multiindex j � �l� where l 
 k� the vector x�j��x�j��� � ��xnjnappears exactly
n� times in the summation ��
�� once for every q� r � �� �� � � � � n� and we observe that the
scalar coe!cients it is multiplied by are ak�l�r� Then we sum in ��
� over q� Because a
determinant with two equal columns is zero it follows that the sum ��
� equals

k��X
l��

X
j�	l

ak�l�i

����������
V��x�j� V��x�j� � � � V�nx�j�
V��x�j� V��x�j� � � � V�nx�j�

���
���

���
Vn�xnjn Vn�xnjn � � � Vnnxnjn

����������
�

k��X
l��

ak�l�i��zl�

Thus relation ���� follows�

Suppose that a�h �� �� �It exists because a� �� �� Assume that
pP

k��
�kzk � �� Then

� � ��hI � �h�p��
pX

k��

�kzk � ap���h �pz�

and therefore �p � �� Next

� � ��hI � �h�p��
p��X
k��

�kzk � ap���h �p��z�

and hence �p�� � �� Proceeding in the above manner we show that �k � � for all k and
thus vectors ���� are linearly independent� We denote their linear span by N � In the
basis fz�� z�� � � � � zpg we have

�i jN�

����������

�i �ai� �ai� � � � �aip
� �i �ai� � � � �ai�p��
���

� � �
� � �

� � �
���

� � �
� � � �ai�

� � � � � � �i

���������	
��



and because a�h �� � it follows by Theorem � that N �
Tn

i�� ker ��iI � �i�
p��� �

Lemma �� Suppose that �h is nonderogatory for �h with the ascent at least p� �� Then
there exist vectors xi�� xi�� � � � � xi�p � Hi �xi� �� �� � i � �� �� � � � � n� and n�tuples of complex

numbers a��a�� � � � �ap �a� �� �� such that

kX
j��

Ui �aj� xi�k�j � Wi �����xik� k � �� �� � � � � p�

Proof� This result was proven in Theorem � for p � �� Assume now that we have
already found a��a�� � � � �ak�� and xi�� xi�� � � � � xi�k��� i � �� �� � � � � n where k � p such
that

l��X
j��

Ui �al�j� xij � Wi ����� xil� l � �� �� � � � � k � �� ����

It remains to show that we can also �nd ak and xi�k� i � �� �� � � � � n such that

k��X
j��

Ui �ak�j� xij � Wi �����xik� ����

To do so we �rst build vectors zl �
P

j�	l

x�j� � x�j� � � � � � xnjn � l � �� �� � � � � k � ��

By Lemma �� it follows that ��iI � �i� zl �
l��P
j��

al�j�izj � l � �� �� � � � � k � �� Then the

vectors ur � ��hI � �h�k���r zk��� r � �� �� � � � � k � � form a Jordan chain for �h of
length k �
 p � ��� Because �h is nonderogatory every corresponding Jordan chain can
be extended to a maximal one �cf�	�� Theorem ������b�� p� ����� Suppose that yi� � Hi

are nonzero vectors such that Wi ������ yi� � �� Then vector w� � y�� � y�� � � � � � yn�
is such that ��h�� ��h��w� � � and Lemma �� implies that w�

���ul � � for l �
�� �� � � � � k� �� Because the sets ful� l � �� �� � � � � k � �g and fzl� l � �� �� � � � � k � �g both
span ker ��hI � �h�k� it also follows that

w�
���zl � �� l � �� �� � � � � k � �� ����

Next we form the n� n matrices Bl �
h
blij

in
i�j��

� l � �� �� � � � � k � � where blij � y�i�Vijxil�

Multiplying relations ���� by y�i� on the left�hand side yields

l��X
j��

y�i�Ui �al�j�xij � �� l � �� �� � � � � k � ��

This is equivalent to
l��P
j��

Bjal�j � � for l � �� �� � � � � k � �� Relations ���� are equivalent

to

X
j�	l

����������
bj��� bj��� � � � bj��n
bj��� bj��� � � � bj��n
���

���
���

bj�n� bj�n� � � � bj�nn

����������
� �� for l � �� �� � � � � k � �� ����

�



Since ��� is nonderogatory and rank B� � n � �� Lemma �� implies that there exists an

n�tuple ak such that
k��P
j��

Bjak�j � � or� equivalently� such that

k��X
j��

y�i�Ui �ak�j� xij � �

for i � �� �� � � � � n� Then the vector
k��P
j��

Ui �ak�j�xij is orthogonal to the kernel of Wi ������

and so there exists a vector xik � Hi such that ���� holds� We continue by induction until
k � p� �

Now we summarize the preceding discussion into our main result� the completeness
theorem for nonderogatory eigenvalues of a multiparameter system �

Theorem �� Suppose ��� � Cn is a nonderogatory eigenvalue for a multiparameter system

W and suppose that p � � is the corresponding ascent� Then there exist a��a�� � � � �ap �
Cn�a� �� �� and xi�� xi�� � � � � xip � Hi� �xi� �� �� i � �� �� � � � � n� such that

k��X
j��

Ui �ak�j� xij � Wi �����xik for k � �� �� � � � � p� i � �� �� � � � � n� ����

Moreover� the vectors

zk �
X
j�	k

x�j� � x�j� � � � � � xnjn � k � �� �� � � � � p�

where �k is de�ned in ��
�� are such that

��iI � �i� zk �
k��X
j��

ak�j�izj

and they form a basis for the root subspace
Tn

i�� ker ��iI � �i�
N �

Proof� Suppose that ��� � � �W� is nonderogatory� By Theorem � and Corollary �� at
least one of the eigenvalues� say �h� is nonderogatory for �h� Lemma � then implies the
existence of n�tuples ak and vectors xik such that ���� holds� Finally� the result follows
by Lemma ��� �

Let us mention that conditions ���� can be considered as generalized Jordan chain
conditions�


 An algorithm to construct a basis for a nonderogatory

eigenvalue of a multiparameter system

In the proofs of Lemmas �� and � we can �nd a procedure to construct a basis for the
root subspace of a nonderogatory eigenvalue �

��



Algorithm �	 Step I� For i � �� �� � � � � n �nd xi� �� � and yi� �� � such that

Wi ����� xi� � � and Wi ������ yi� � ��

Form z� � x�� � x�� � � � � � xn�� a matrix B� � 	y�i�Vijxi��
n
i�j�� and set k � ��

Step II� Find a matrix polynomial

Lk �	� � I	k � Bk��	
k�� � � � �� B� ����

and its determinant dk �	� � detLk �	�� If

d
�k���
k ��� � � ����

then go to Step III� otherwise quit the algorithm�

Step III� Find ak � Cn�a� �� �� such that

k��X
l��

Blak�l � �� ���

For i � �� �� � � � � n �nd vectors xik � Hi such that

k��X
l��

Ui �ak�l� xil � Wi ����� xik�

Form zk �
P

j�	k

x�j� � x�j� � � � � � xnjn and a matrix Bk � 	y�i�Vijxik�ni�j��� Set k � k � �

and repeat Step II�

It follows from Theorem �� that the vectors z�� z�� � � � � zk obtained in the above algo�
rithm form a basis for the root subspace ker ����I� ��N � and they satisfy the relations

��iI � �i� zl �
l��X
j��

al�j�izj for l � �� �� � � � � k�

Because relations ���� and ���� are equivalent it follows as an immediate consequence
of Lemmas �� and �� that �

Corollary �
 The ascent of � at the eigenvalue ��� is equal to the smallest integer k such

that the condition ���� does not hold�

Let us now demonstrate Algorithm �
 with an example �

Example �� We consider a multiparameter system
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��� � � �
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� �

� ��
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� � �

��	 �� �
��� � �� �

� � �
� � �

��	
�




and

W� ����� �

��� � � �
� � �
� � �

��	�� �

��� � � �
� � �
� � �

��	 �� �
��� � � ��
�� �� ��
� �� ��

��	 �
This system is nonsingular because �� is invertible� Then

� �W� �

�
������ �

p
�

�
��

p
�

�

�
�


�
p

�

�
�

p
�

�

��
�

We consider the eigenvalue ���� � ������� Then we have

W� ������ �

��� � � �
� �

�
�
�

� � �

��	 and W� ������ �

��� � � �
� � �
� � 

��	 �
We observe that dim kerW� ������ � dim kerW� ������ � �� To complete Step I of Algorithm
�
 we choose

x�� �

��� �
�
�

��	 � x�� �

��� �
�
�

��	 � y�� �

��� �
�
�

��	 and y�� �

��� 
�
��

��	 �
The matrix B� �

�
� �
� ��

�
has rank � and therefore ���� is a nonderogatory eigenvalue�

We have z� �

��� �
�
�

��	�
��� �

�
�

��	� Then we go to Step III� We choose a� �

�
�
�

�
and

x�� �

��� �
�
��

��	 and x�� �

��� �
�
�

��	
so that V��x�� � W� ������x�� and V��x�� � W� ������ x��� Then it follows that z� ���� �

�
��

��	 �
��� �

�
�

��	� B� �

�
� �
� �

�
and L� �	� �

�
	� �
� 	� � �

�
� We �nd that d� �	� �

	�
�
	� � �

�
� Because d�� ��� � � we repeat Step III� Now we choose a� �

�
�
�

�
and

vectors

x�� �

��� �
�
�

��	 and x�� �

��� �
�
�

��	

so that V��x�� � W� ������ x�� and V��x�� � W� ������ x��� We have z� �

��� �
�
�

��	�
��� �

�
�

��	 and

B� �

�
� �
� �

�
� The matrix polynomial L
 �	� �

�
	
 � �	� 	�

� 	
 � �

�
has determinant

��



d
 �	� � 	� �	 � ��
�
	
 � �

�
� Because d��
 ��� �� � we quit the algorithm� The root subspace

at the eigenvalue ���� is three�dimensional and it has a basis
fz�� z�� z�g� �

� Weakly�elliptic multiparameter systems

De�nition� A multiparameter system W is called self�adjoint if all the transformations
Vij � i � �� �� � � � � n� j � �� �� � � � � n are self�adjoint� i�e�� Vij � V �

ij �

Now we denote a cofactor of V y
ij in the operator determinant ��� by ��ij� It is a linear

transformation on H� We also assume that H is equipped with a scalar product that is
induced by ���

De�nition� A self�adjoint multiparameter system is called weakly�elliptic if there exists
a cofactor ��ij of �� that is a positive de�nite operator on H�

A special case of weakly�elliptic multiparameter systems is an elliptic multiparameter
system� i�e�� if ��ij � i � �� �� � � � � n are positive de�nite operators on H for some j� cf�
	�� � ��� Binding 	�� proved a completeness theorem for real eigenvalues of elliptic mul�
tiparameter systems while with Browne in 	� he considered the multiplicities of general
eigenvalues for two�parameter systems with two de�nite cofactors ��ii� In the next result
we consider simple real eigenvalues of weakly�elliptic multiparameter systems�

Theorem �� Assume that ��� is a simple real eigenvalue for a weakly�elliptic multiparam�

eter system W� Then ��� is nonderogatory�

Proof� Suppose that xi� � kerWi ����� are nonzero vectors� Then we only need to show
that rankB� � n� �� where

B� �

������
x���V��x�� x���V��x�� � � � x���V�nx��
x���V��x�� x���V��x�� � � � x���V�nx��

���
���

���
x�n�Vn�xn� x�n�Vn�xn� � � � x�n�Vnnxn�

�����	 �
The result then follows from Corollary ��� By de�nition of a weakly�elliptic multiparam�
eter system it follows that z����ijz� �� � for some i and j� Since

z����ijz� � x�i�xi� �
� bz�i�� ��ij bz�i�

where bz�i � x�� � � � � � xi���� � xi���� � � � � � xn�� it follows that the cofactor of x�i�Vijxi�
in the matrix B� is nonzero and so rank B� � n� �� �

From the above theorem it follows that for simple real eigenvalues of a weakly�elliptic
multiparameter system� Theorem �� applies and we can �nd a basis for the corresponding
root subspace by Algorithm �
�

A special case of Theorem �� for elliptic multiparameter systems was proved by Bind�
ing 	�� Theorem ���� in a more general setting with a di�erent method� We do not�

��



however� generalize his main result 	�� Theorem ���� We remark that the structure of
vectors zk of Theorem �� is the same as the structure of vectors yi of 	�� Theorem ����� The
coe!cients �l�i

n of 	�� ���
�� are a counter�part of the coe!cients that form our n�tuples
ak� While the coe!cients �l�i

n are obtained via a di�erentiation process our n�tuples ak
form a Jordan chain of matrix polynomials ���� and are obtained by solving ��� for ak�
k � �� �� � � � � p� For comparison we consider the eigenvalue ��� �  of 	�� Example �� �

Example � We have a two�parameter system

W� ����� �

�
� �
� �

�
�� �

�
�� �
� ��

�
�� �

�
� �
� �

�

and

W� ����� �

�
� �
� �

�
�� �

�
� �
� �

�
�� �

�
� �
� �

�
�

The eigenvalue  is simple and because the above two�parameter system is elliptic it

is nonderogatory� As in 	�� we choose x�� � x�� � y�� � y�� �

�
�
�

�
� Then B� ��

� ��
� �

�
� Note that the vector

�
���
���

�
� �

�����x��

�
���� �x��
���� �x��

�
�

�
�
�
�

�
� in Binding�s

notation� is an element of kerB�� We write a� �

�
�
�
�

�
� Then vectors x�� � x�� ��

�
�
�

�
are such that Ui �a�� xi� � Wi ����� xi�� i � �� �� and B� �

�
�
� �
�
� �

�
� Because

�detL� �	��� j���� 

� �� �� it follows that vectors

z� �

�����
�
�
�
�

����	 and z� �

�����
�
�
�
�
�
�

����	
form a basis for the root subspace of W at ��� � � �
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