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1 Introduction

We denote byMn the algebra of all n×n complex matrices. A lot of attention has
been recently paid to linear preservers, that is, linear maps on Mn that preserve
a certain subset or a certain property or a certain relation (see [17, 23]). Let us
mention here three classical examples: linear maps preserving rank one matrices,
linear maps preserving invertibility, and linear maps preserving commutativity.
The first one is important because many linear preserver problems were solved
by reducing them to the problem of characterizing linear maps preservering
rank one matrices. We refer to [1] for a survey on Kaplansky’s problem of
characterizing linear maps preserving invertibility. The importance of the third
example lies in the fact that the assumption of preserving commutativity can be
considered as the assumption of preserving zero Lie products. All three types
of linear preservers mentioned above have been extensively studied on matrix
algebras as well as on more general rings and operator algebras.

Besides linear preservers also additive and multiplicative preservers were
considered in the literature. It is much more surprising that in some cases
we can get nice structural results on preservers with no additional algebraic
structure. Already in the forties Hua initiated the study of bijective maps (no
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linearity was assumed) on vector spaces of matrices that strongly preserve ad-
jacent pairs of matrices [8]-[15]. Recall that two matrices A and B are adjacent
if rank (A−B) = 1. In particular, he proved that up to a translation such maps
are necessarily semilinear. For some recent improvements of this result we refer
to [22, 24, 25, 26]. The problem of characterizing linear invertibility preserving
maps is closely related to the problem of characterizing linear spectrum pre-
serving maps. Here, the non-linear setting is much more interesting. Namely,
there are many spectrum preserving maps that are far from being semilinear or
even additive. Just choose for every A ∈Mn an invertible matrix TA and define
φ : Mn → Mn by φ(A) = TAAT

−1
A , A ∈ Mn. Then clearly, φ preserves the

spectrum, that is, σ(φ(A)) = σ(A), A ∈ Mn. Baribeau and Ransford proved
the surprising result stating that every spectrum-preserving C1-diffeomorphism
of Mn is of this form [2].

In this paper we will study non-linear commutativity preserving maps on
Mn. A map φ : Mn → Mn preserves commutativity if φ(A)φ(B) = φ(B)φ(A)
whenever AB = BA, A,B ∈Mn. If φ is bijective and both φ and φ−1 preserve
commutativity then we say that φ preserves commutativity in both directions.

The main result of the paper states that if φ : Mn → Mn is a bijective
continuous map preserving commutativity in both directions, then there exist
an invertible matrix T and for every A ∈Mn a polynomial pA such that either
φ(A) = TpA(A)T−1, A ∈ Mn, or φ(A) = TpA(At)T−1, A ∈ Mn, or φ(A) =
TpA(A)T−1, A ∈ Mn, or φ(A) = TpA(A∗)T−1, A ∈ Mn. We also study
commutativity preserving maps without the continuity assumption. Let f be
an automorphism of the complex field. For every A = [aij ] ∈ Mn we denote
Af = [f(aij)]. Then the maps φ, ψ : Mn →Mn defined by φ(A) = TpA(Af )T−1

and ψ(A) = TpA(At
f )T−1, A ∈ Mn, preserve commutativity. We will give

examples of bijective maps on Mn preserving commutativity in both directions
that are not of one of these two simple forms. However, there is a large subset
C ⊂ Mn which is invariant under every bijective map φ on Mn preserving
commutativity in both directions and the restriction of φ to this subset is of one
of these two nice forms.

The main tool in the proof is the characterization of bijective maps defined
on rank one idempotents that preserve orthogonality in both directions. This
result, related to some problems in quantum mechanics, will be extended to the
infinite-dimensional case.

As an application we obtain non-linear generalizations of the structural re-
sults for Lie automorphisms of matrix algebras and the algebra B(X) of all
bounded linear operators on a Banach space X.

2 Statement of main results

The study of linear commutativity preserving maps on Mn started with Watkins
in [29]. If n ≥ 3, then every bijective linear commutativity preserving map φ on
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Mn is of one of the two standard forms: φ(A) = cTAT−1 + f(A)I, A ∈Mn, or
φ(A) = cTAtT−1 +f(A)I, A ∈Mn. Here, c is a nonzero complex number, T an
invertible matrix, and f any linear functional onMn. Let us call this the classical
result on commutativity preserving maps on matrix algebras. It is a special
case of a much more general result on bijective linear commutativity preserving
maps defined on prime algebras [3]. There exist singular linear commutativity
preserving maps on Mn that are not of one of the two standard forms described
above. Indeed, let V ⊂Mn be any linear subspace of matrices such that any two
members of V commute. Then every linear map φ : Mn → Mn whose image
is contained in V preserves commutativity. The long standing open problem
whether every linear commutativity preserving map on Mn is either of one of
the two standard forms, or maps Mn into a commutative subspace has been
recently answered in the affirmative [20].

In this paper we will improve the classical result on commutativity preserving
maps on matrix algebras in a differenet direction. We will consider maps on Mn

that are bijective and preserve commutativity in both directions but are not
assumed to be linear.

Let us start by giving some examples of such maps. Similarity transforma-
tions A 7→ TAT−1 and the transposition map A 7→ At are examples of linear
bijective maps on Mn preserving commutativity in both directions. Let f be
any automorphism of the complex field. Recall that the identity function and
the complex conjugation are the only continuous automorphisms of the complex
field but that there are also many noncontinuous automorphisms of C [16]. For
A = [aij ] ∈ Mn we denote Af = [f(aij)]. The map A 7→ Af , A ∈ Mn, is a ring
automorphism (bijective additive and multiplicative map) of Mn, and therefore,
it preserves commutativity in both directions. But there are also many nonad-
ditive maps φ : Mn → Mn that preserve commutativity. To see this observe
that if A and B is any pair of commuting matrices and p and q any polynomials,
then p(A) and q(B) commute as well. Choose pA ∈ P for every A ∈Mn. Here,
P denotes the set of all complex polynomials. The map A 7→ pA(A) preserves
commutativity but not necessarily in both directions. In general it is not bijec-
tive. But if it is bijective and if for every A ∈ Mn the polynomial pA is chosen
in such a way that there exists a polynomial qA satisfying qA(pA(A)) = A, then
it preserves commutativity in both directions. This is equivalent to the require-
ment that A and pA(A) have the same commutant. Every map A 7→ pA(A)
which is bijective and satisfies A′ = (pA(A))′ will be called a regular locally
polynomial map. Here, A′ stands for the commutant of A.

Any composition of bijective maps preserving commutativity in both di-
rections is again a bijective map preserving commutativity in both directions.
So, at this point it would be tempting to conjecture that every bijective map
φ : Mn →Mn preserving commutativity in both directions is either of the form
φ(A) = TpA(Af )T−1, A ∈ Mn, or of the form φ(A) = TpA(At

f )T−1, A ∈ Mn,
where T is any invertible matrix, f is any automorphism of the field C, and
A 7→ pA(A) is a regular locally polynomial map. Although wrong this conjec-
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ture turns out to be “almost true”. Namely, let define C ⊂Mn to be the subset
of all matrices A ∈ Mn with the property that all Jordan cells in the Jordan
canonical form of A are of the size 1 × 1 or 2 × 2. In other words, all zeroes
of the minimal polynomial of A are either simple, or of multiplicity two. The
subset C is rather large. In particular, it contains the set of all matrices with n
distinct eigenvalues which is an open dense subset of Mn. We will prove that
C is invariant under every bijective map φ on Mn preserving commutativity in
both directions. Our first result states that the restriction of φ to this subset
must be of one of the two nice forms described above.

Theorem 2.1 Let n ≥ 3 and let φ : Mn → Mn be a bijective map preserving
commutativity in both directions. Then there exist an invertible matrix T ∈Mn,
an automorphism f of the complex field, and a regular locally polynomial map
A 7→ pA(A) such that either φ(A) = TpA(Af )T−1 for all A ∈ C, or φ(A) =
TpA(At

f )T−1 for all A ∈ C.

We will give an example showing that outside C bijective maps preserving
commutativity in both directions can have a wild behaviour. However, under
the additional continuity assumption we get a nice result for the whole matrix
algebra.

Theorem 2.2 Let n ≥ 3 and let φ : Mn → Mn be a continuous bijective
map preserving commutativity in both directions. Then there exist an invertible
matrix T ∈ Mn and a regular locally polynomial map A 7→ pA(A) such that
either φ(A) = TpA(A)T−1 for all A ∈ Mn, or φ(A) = TpA(At)T−1 for all
A ∈ Mn, or φ(A) = TpA(A)T−1 for all A ∈ Mn, or φ(A) = TpA(A∗)T−1 for
all A ∈Mn. Here, A = [aij ] = [aij ], and A∗ = A

t
.

The assumption that n ≥ 3 is indispensable in the above two theorems. To
see this assume that φ : M2 →M2 is a bijective map preserving commutativity
in both directions. Then, clearly, φ maps the center of M2, that is, the set of
all scalar matrices, onto itself. Here, we used the term scalar matrix for any
matrix λI where λ is any complex number. Observe that two nonscalar matrices
A,B ∈ M2 commute if and only if A belongs to the linear span of I and B.
To verify this note that every nonscalar 2 × 2 matrix is either diagonalizable
with two different eigenvalues, or similar to an upper triangular matrix with
equal diagonal entries and the (1, 2)-entry equal to 1. So, a bijective map
φ : M2 → M2 preserves commutativity in both directions if and only if it
maps the set of scalar matrices onto itself and for every A ∈ Mn we have
φ(span {I, A}) = span {I, φ(A)}.

A similar result for bijective maps preserving commutativity in both direc-
tions on hermitian matrices was proved in [19]. The case of hermitian matrices
is much easier since every hermitian matrix is diagonalizable and then the struc-
ture of the commutant of any subset of hermitian matrices is easy to describe.
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In particular, two hermitian matrices commute if and only if they are simulta-
neously diagonalizable. However, in [19] non-linear commutativity preserving
maps on hermitian operators were treated also on infinite-dimensional spaces.

Some starting lemmas in this paper are based on some ideas from [5], where
bijective semilinear commutativity preserving maps on matrix algebras were
characterized. Extending the study of preservers from semilinear to non-linear
case requires some new methods. Baribeau and Ransford [2] used analytical
methods to study non-linear spectrum preserving maps. Our approach will
depend on a recently obtained nonsurjective version of the fundamental theorem
of projective geometry. The main tool in our proof will be a structural result for
orthogonality preserving injective maps on rank one idempotents. To formulate
it we need some more notation. A matrix P ∈ Mn is called an idempotent if
P 2 = P . Denote by In ⊂ Mn the subset of all idempotents of rank one. Two
idempotents P,Q ∈ In are said to be orthogonal if PQ = QP = 0. In this
case we write P ⊥ Q. We say that a subset {P1, . . . , Pk} ⊂ In is orthogonal
if Pi ⊥ Pj whenever i 6= j. For a subset S ⊂ In we denote by S⊥ ⊂ In the
subset of all rank one idempotents that are orthogonal to all members of S. A
map ξ : In → In preserves orthogonality if for every pair P,Q ∈ In the relation
P ⊥ Q implies ξ(P ) ⊥ ξ(Q). If ξ is bijective and P ⊥ Q ⇐⇒ ξ(P ) ⊥ ξ(Q),
P,Q ∈ In, then we say that ξ preserves orthogonality in both directions.

Theorem 2.3 Assume that n ≥ 3 and let ξ : In → In be an injective map
preserving orthogonality. Then there exists a nonsingular matrix T ∈ Mn and
a nonzero endomorphism f : C → C such that either

ξ(P ) = TPfT
−1, P ∈ In,

or
ξ(P ) = TP t

fT
−1, P ∈ In.

In this paper we consider only complex spaces. Let us just remark that our
proof of this statement works for more general fields than C.

A map µ : In → In preserves zero products if µ(P )µ(Q) = 0 whenever
PQ = 0, P,Q ∈ In. Clearly, the assumption of preserving zero products is
stronger than the assumption of preserving orthogonality. So, the immediate
consequence of the above theorem is the statement that every injective zero
product preserving map µ on In is of the form µ(P ) = TPfT

−1, T ∈ In for
some invertible T ∈ Mn and some endomorphism f of the complex field. In-
deed, all we have to do is to observe that the transposition map does not preserve
zero products. As shown in [27], this consequence holds true even without the
injectivity assumption. So, the cost we had to pay for replacing the assumption
of preserving zero products by a weaker assumption of preserving orthogonality
is the additional injectivity assumption. This type of results lead to improve-
ments of the finite-dimensional case of the classical Wigner’s unitary-antiunitary
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theorem in quantum mechanics. We refer to [18] and [27] for more detailed ex-
planation.

For our main purpose it would be enough to prove a slightly weaker version
of the above result. We decided to include this stronger version because of being
interesting in its own. And we will also extend it to the infinite-dimensional case.
Let X be a Banach space. We denote by B(X) the algebra of all bounded linear
operators on X and by I(X) ⊂ B(X) the subset of all rank one idempotents.
The dual of X will be denoted by X ′ and the adjoint of A ∈ B(X) by A′. For a
nonzero x ∈ X and a nonzero f ∈ X ′ we denote by x⊗ f the rank one operator
defined by (x⊗ f)z = f(z)x, z ∈ X. Note that every bounded linear rank one
operator on X can be written in this form and that x ⊗ f is an idempotent if
and only if f(x) = 1.

Theorem 2.4 Let X be an infinite-dimensional Banach space and ξ : I(X) →
I(X) a bijective map preserving orthogonality in both directions. Then either
there exists a bounded invertible linear or conjugate-linear operator T : X → X
such that

ξ(P ) = TPT−1, P ∈ I(X),

or there exists a bounded invertible linear or conjugate-linear operator T : X ′ →
X such that

ξ(P ) = TP ′T−1, P ∈ I(X).

In the second case X must be reflexive.

Let us just mention that the above theorem holds true also for real Banach
spaces. In the real case the formulation is even nicer since T has to be linear.
And also the proof is slightly simpler because of the well-known fact that ev-
ery nonzero endomorphism of the real field is the identity. Thus, in the real
case every semilinear map is automatically linear. As in the finite-dimensional
case we get as a direct consequence the statement that every bijective map
ξ : I(X) → I(X) preserving zero products in both directions has to be of the
form ξ(P ) = TPT−1, P ∈ I(X). This theorem was the main result in [18]. It
was used as a main tool for generalizing Uhlhorn’s version of Wigner’s theorem.
Wigner’s theorem tells that every quantum mechanical invariance transforma-
tion can be represented by a unitary or an antiunitary operator on a complex
Hilbert space. An equivalent form in mathematical language states that every
bijective transformation on the set of all one-dimensional linear subspaces of a
Hilbert space preserving the angle between every pair of such subspaces (transi-
tion probability in the language of quantum mechanics) is induced by a unitary
or an antiunitary operator. Uhlhorn [28] improved this result by requiring only
that the map preserves the orthogonality between one-dimensional subspaces.
This can be further reformulated as a result on bijective maps on the set of all
hermitian rank one idempotents preserving orthogonality. So, our theorem can
be considered as a non-hermitian analogue of Uhlhorn’s result. Molnár’s proof
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of the above mentioned characterization of zero product preserving maps was
rather long and involved the application of Ovchinnikov’s characterization of au-
tomorphisms of the poset of idempotent operators [21]. A short proof based on
a direct application of projective geometry was given in [27]. This simple proof
provides also a short proof of Molnár’s extension of Uhlhorn’s theorem to the
spaces with indefinite inner product. Here we improve this result by replacing
the zero product preserving assumption by a weaker orthogonality preserving
assumption. The cost for this generalization is a longer more complicated proof.
Let us conclude these remarks by mentioning that this kind of results can be
applied in the study of automorphisms of operator semigroups (see [27]).

The space Mn is a Lie algebra with the Lie product [A,B] = AB − BA.
It is well-known that every Lie automorphism of Mn, that is, every bijective
linear map φ : Mn → Mn satisfying φ([A,B]) = [φ(A), φ(B)], A,B ∈ Mn, is
either of the form φ(A) = TAT−1 + c tr(A)I, A ∈ Mn, or of the form φ(A) =
−TAtT−1 + c tr(A)I, A ∈ Mn. Here, T ∈ Mn is an invertible matrix, c ∈ C,
and tr(A) denotes the trace of A. Obviously, preserving commutativity is the
same as preserving zero Lie products. This simple observation together with
Theorem 2.1 will give the following improvement of the above classical result.

Theorem 2.5 Let n ≥ 3 and let φ : Mn → Mn be a bijective map satisfying
φ([A,B]) = [φ(A), φ(B)], A,B ∈ Mn. Then there exist an invertible matrix
T ∈Mn, a scalar function ϕ defined on Mn satisfying ϕ(C) = 0 for all matrices
C of trace zero, and an automorphism f of the complex field such that either
φ(A) = TAfT

−1 +ϕ(A)I for all A ∈Mn, or φ(A) = −TAt
fT

−1 +ϕ(A)I for all
A ∈Mn.

Note that we have not assumed that φ is linear. Nevertheless, as a result we
get the semilinearity of φ up to a function that maps in the center of Mn. This
theorem holds true also in the case n = 2. The statement in this low dimensional
case is even a little bit simpler. The precise formulation and the proof can be
found in the eighth section. We will conclude the paper by extending this result
to the infinite-dimensional case.

Theorem 2.6 Let X be an infinite-dimensional Banach space and φ : B(X) →
B(X) a bijective map satisfying φ([A,B]) = [φ(A), φ(B)], A,B ∈ B(X). Then
either there exist a bounded invertible linear or conjugate-linear operator T :
X → X and a function ϕ : B(X) → C satisfying ϕ([A,B]) = 0 for every pair
A,B ∈ B(X) such that

φ(A) = TAT−1 + ϕ(A)I

for all A ∈ B(X), or there exist a bounded invertible linear or conjugate-linear
operator T : X ′ → X and a function ϕ : B(X) → C satisfying ϕ([A,B]) = 0
for every pair A,B ∈ B(X) such that

φ(A) = −TA′T−1 + ϕ(A)I
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for all A ∈ B(X). In the second case X must be reflexive.

In particular, every bijective map on B(X) that is a homomorphism with
respect to the Lie product is automatically continuous and linear or conjugate-
linear up to a scalar type function that vanishes on all commutators. In the case
when X is a Hilbert space, the set of all commutators in B(X) was characterized
by Brown and Pearcy [4].

3 Preliminary results

Let S be a subset of Mn. Recall that its commutant S ′ is the space of all
matrices from Mn that commute with all matrices from S. When S = {A} we
write shortly {A}′ = A′. A matrix A is nonderogatory if its Jordan canonical
form has exactly one Jordan block corresponding to each distinct eigenvalue.

Clearly, for A ∈Mn we have A′ = Mn if and only if A is a scalar matrix. In
particular, B′ ⊂ (λI)′ for every B ∈Mn and every complex number λ. We will
call a nonscalar matrix A ∈ Mn maximal if every B ∈ Mn satisfying A′ ⊂ B′

and A′ 6= B′ has to be a scalar matrix. The set of all nonscalar maximal matrices
will be denoted by M. Similarly, A ∈ Mn is minimal if there is no B ∈ Mn

satisfying B′ ⊂ A′ and B′ 6= A′.

Lemma 3.1 Let A ∈ Mn be a nonscalar matrix. Then A is maximal if and
only if either A is diagonalizable with exactly two eginvalues, or A = λI + N
for some complex number λ and some square-zero matrix N 6= 0.

Proof. Assume first that A is diagonalizable with exactly two eigenvalues
and B ∈ Mn a matrix satisfying A′ ⊂ B′ and A′ 6= B′. Then we may assume
that

A =
[
λ 0
0 µ

]
with λ 6= µ. The commutant of A is the set of all matrices[

X 0
0 Y

]
where X and Y are any two square matrices of the appropriate size. It follows
from A′ ⊂ B′ that every such matrix commutes with B which further yields
that

B =
[
δ 0
0 τ

]
for some complex numbers δ and τ . In the case δ 6= τ we would have A′ = B′,
a contradiction. So, B has to be a scalar matrix, as desired.
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Next, we will prove that also every matrix A of the form A = λI + N for
some complex number λ and a square-zero matrix N 6= 0 is maximal. Replacing
A by a similar matrix, if necessary, we may assume that

A =

λ I 0
0 λ 0
0 0 λ


for some complex number λ. The last column and the last row may be absent.
Then the commutant of A is the set of all matrices of the formX Y Z

0 X 0
0 U V


where X,Y, Z, U, V are arbitrary matrices of the appropriate size. Let B ∈Mn

be a matrix satisfying A′ ⊂ B′ and A′ 6= B′. Similar argument as above yields
that either

B =

µ δI 0
0 µ 0
0 0 µ


for some scalars µ, δ with δ 6= 0, or B = µI. The first possibility cannot occur
because A′ 6= B′.

Now, if A has at least three eigenvalues, then it is similar to a matrixA1 0 0
0 A2 0
0 0 A3


where A1, A2, and A3 have pairwise disjoint spectra. We may assume that al-
ready the matrix A has this block diagonal form. It follows that the commutant
of A is contained in the set of all matrices of the formX 0 0

0 Y 0
0 0 Z

 .
Then, obviosly, the matrix

B =

 I 0 0
0 I 0
0 0 −I


is a nonscalar matrix whose commutant is larger than the commutant of A.

If A has two eigenvalues but is not diagonalizable then there is no loss of
generality in assuming that

A =
[
λ+M 0

0 µ+N

]
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where λ 6= µ and M and N are nilpotents not both equal to zero. The nonscalar
matrix

B =
[
λ 0
0 µ

]
has larger commutant than A, thus showing that A is not maximal also in this
case.

The last case we have to treat is that A is of the form A = λI +N for some
nilpotent with N2 6= 0. Using Jordan canonical form it is easy to verify that
the commutant of A is a proper subset of the commutant of a nonscalar matrix
λI +N2. This completes the proof.

Lemma 3.2 Let A ∈Mn. Then A is minimal if and only if A is nonderogatory.

Proof. Assume first that A is nonderogatory and that B ∈ Mn satisfies
B′ ⊂ A′. We have to show that B′ = A′. From B ∈ B′ we conclude that A and
B commute. It is well-known (and easy to verify) that if B commutes with a
nonderogatory matrix A, then B = p(A) for some polynomial p. It follows that
A′ ⊂ B′, as desired.

To prove the converse assume that A is in Jordan canonical form and that
it has more than two Jordan blocks corresponding to the same eigenvalue λ.
Denote these Jordan blocks by J1, . . . , Jk. Let B be a matrix obtained from A
by replacing all diagonal entries in J1 by µ1, all diagonal entries in J2 by µ2,...,
and all diagonal entries in Jk by µk, where µi 6= µj whenever i 6= j. Then
B′ ⊂ A′ and B′ 6= A′. This completes the proof.

Our next goal is to characterize matrices with n different eigenvalues using
commutativity relations. Let A be a nonderogatory matrix. For two matrices
B,C ∈ A′ the commutants B′ and C ′ may be equal or different. We will take
all matrices from A′, then form the set of their commutants and denote by #A
the cardinality of this set, #A = card {B′ : B ∈ A′}. The quantity #A does
not change if we replace A by a similar matrix. So, we will assume that it is in
the Jordan canonical form

A =
k∑

i=1

Jni(λi)

with n1 ≥ . . . ≥ nk, n1 + . . .+ nk = n, and λi 6= λj whenever i 6= j.
Assume first that n1 ≥ 4. Then, clearly, Bα = α(E1,n1−1 + E2,n1) + E1,n1

belongs to A′ and it is trivial to verify that B′α 6= B′γ whenever α 6= γ. Hence,
#A = ∞ in this case.

The next case we will consider is that n2 ≥ 2. Then Bα = αE1,n1 +
En1+1,n1+n2 belongs to A′ and again B′α 6= B′γ whenever α 6= γ. Thus, #A = ∞
in this case as well.

Thus, we have proved the following result.
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Lemma 3.3 Let A be a nonderogatory matrix. If #A <∞, then either A has
n different eigenvalues, or A has n − 1 different eigenvalues, or A has n − 2
different eigenvalues one of them being of algebraic multiplicity 3.

In the next step we will consider only maximal matrices from the commutant
A′ of a nonderogatory matrix A. As before we form the set of their commutants
and denote by #mA the cardinality of this set, #mA = card {B′ : B ∈ A′∩M}.
Assume first that A is diagonal with n different eigenvalues. Then every B ∈
A′ ∩ M is of the form B = αP + β(I − P ) with α 6= β and P a diagonal
idempotent, P 6= 0, I. Clearly, B′ = P ′. Two diagonal idempotents P and Q
have the same commutant if and only if P = Q or P = I −Q. Thus,

#mA =
1
2

((
n

1

)
+ . . .+

(
n

n− 1

))
= 2n−1 − 1.

Now, let A be nonderogatory with n− 1 different eigenvalues. Thus, its Jordan
canonical form has one, say the first Jordan cell of the size 2× 2, while all the
others are 1 × 1 trivial Jordan cells. Hence, B ∈ A′ ∩M if and only if B =
αI+βE12 with β 6= 0 or B is diagonal with exactly two eigenvalues and the first
two diagonal entries must be equal. Consequently, all the matrices B ∈ A′ ∩M
that are of the form scalar plus square-zero have the same commutant, and
therefore,

#mA = 1 +
1
2

((
n− 1

1

)
+ . . .+

(
n− 1
n− 2

))
= 2n−2.

Similarly, if A has n − 2 different eigenvalues one of them being of algebraic
multiplicity 3, then #mA = 2n−3.

Hence, we have the following statement.

Lemma 3.4 Let A be a nonderogatory matrix. If A has n different eigenvalues,
then #mA = 2n−1−1. If A has n−1 different eigenvalues, then #mA = 2n−2.
If A has n − 2 different eigenvalues one of them being of algebraic multiplicity
3, then #mA = 2n−3.

Let n be any integer not smaller than 4. We denote Nn = E12 +E23 + . . .+
En−1,n.

Lemma 3.5 Let n ≥ 4. Assume that A ∈ Mn commutes with N2
n and N3

n.
Then A = a0I + a1Nn + a2N

2
n + . . .+ an−1N

n−1
n + bE1,n−1 + cE2,n−1 for some

scalars a0, . . . , an−1, b, c.

Recall that N2
n is the matrix which has all entries on the second upper

diagonal equal to 1 and all other entries equal to 0, N3
n is the matrix whose all

entries on the third upper diagonal are equal to 1, while all other entries are
equal to zero,... The conclusion of the above statement can be reformulated in
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the following way: Then A = p(Nn) + R where p is a polynomial and R is a
matrix whose all nonzero entries belong to the upper right 2× 2 corner.

Proof. We denote by e1, . . . , en the elements of the standard basis of the
space of all n× 1 matrices. Thus, ei is the column matrix whose all entries are
zero except the i-th entry which is equal to 1. Clearly, Eij = eie

t
j , 1 ≤ i, j ≤ n.

Let A = [aij ] be a matrix that commutes with N2
n = E13 + . . . + En−2,n and

N3
n = E14 + . . .+ En−3,n. Then

n−2∑
j=1

Ej,j+2A =
n−2∑
j=1

AEj,j+2

and
n−3∑
j=1

Ej,j+3A =
n−3∑
j=1

AEj,j+3.

Multiplying the first equation first by e1 and then by e2 on the right-hand side
we get that the bottom left (n − 2) × 2 corner of A is zero. Now we multiply
both equations by et

k on the left and by em on the right. We do this for all
integers k,m satisfying 1 ≤ k ≤ n − 2 and 3 ≤ m ≤ n in the first case and all
integers k,m satisfying 1 ≤ k ≤ n − 3 and 4 ≤ m ≤ n in the second case. We
obtain

ak+2,m = et
k+2Aem = et

k

n−2∑
j=1

eje
t
j+2A

 em =

et
k

A n−2∑
j=1

eje
t
j+2

 em = et
kAem−2 = ak,m−2

for all k,m, 1 ≤ k ≤ n− 2, 3 ≤ m ≤ n, and

ak+3,m = ak,m−3

for all k,m, 1 ≤ k ≤ n− 3, 4 ≤ m ≤ n. The main diagonal of A has n entries,
the first upper and the first lower diagonal have n − 1 entries, the next two
have n − 2 entries,... The above two equations tell us that all the diagonals
with at least 4 entries have all entries equal. Moreover, we have an−2,1 = an,3

and a1,n−2 = a3,n. Assume that n > 4. Applying the fact that the bottom left
(n − 2) × 2 corner of A is zero we conclude that A is upper triangular matrix.
Therefore, A is a sum of an upper triangular Toeplitz matrix and a matrix whose
all nonzero entries belong to the upper right 2× 2 corner. In the case n = 4 we
know that A is of the form 

a b ∗ ∗
c a ∗ ∗
0 0 a b
0 0 c a

 .
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In order to complete the proof we have to show that c = 0. This follows directly
from the fact that A commutes with N3

4 = E14.

4 Maps on rank one idempotents

This section will be devoted to the proofs of the two theorems on orthogonality
preserving maps on rank one idempotents.

Proof of Theorem 2.3. Recall that every idempotent P of rank one can
be written as P = xyt where x and y are n×1 matrices satisfying ytx = 1. The
space of all n × 1 matrices will be identified with Cn. For two idempotents of
rank one P = xyt and Q = uvt we write P ]Q if x and u are linearly dependent
or y and v are linearly dependent. Our first step will be to show for P,Q ∈ In we
have P ]Q if and only if there exist orthogonal sets {S,R4, . . . , Rn} ⊂ {P,Q}⊥
and {T,R4, . . . , Rn} ⊂ {P,Q}⊥ with S 6= T . To see this assume first that xyt =
P ] Q = uvt. If P = Q then we can find an orthogonal set {R1, . . . , Rn} ⊂ In
with P = Q = R1. Choosing S = R2 and T = R3 we get the orthogonal
sets of rank one idempotents with the desired properties. So, let us assume
that P 6= Q. We have that either x and u are linearly dependent, or y and
v are linearly dependent. We will consider only the first possibility. After
replacing P and Q by simultaneously similar matrices, if necessary, we may
assume that P = E11 and Q = E11 + E12. Set Rk = Ekk, k = 4, . . . , n,
S = E33, and T = E32 + E33. It is then easy to verify that {S,R4, . . . , Rn}
and {T,R4, . . . , Rn} are orthogonal subsets of the set {P,Q}⊥. In the case
that P 6 ]Q both pairs of vectors x, u and y, v are linearly independent. Let
{S,R4, . . . , Rn} ⊂ {P,Q}⊥ and {T,R4, . . . , Rn} ⊂ {P,Q}⊥ be orthogonal sets
of rank one idempotents with Rk = zkw

t
k, k = 4, . . . n. Let us prove that

x, u, z4, . . . , zn are linearly independent vectors. Let λx+ δu+
∑n

k=4 ηkzk = 0.
Because wt

4x = wt
4u = wt

4z5 = . . . = wt
4zn = 0 we have η4 = 0. Similarly, all

other η’s must be zero, and because of linear independence of x and u, the scalars
λ and δ have to be zero as well. Similarly, vectors y, v, w4, . . . , wn are linearly
independent. Now, both S and T are orthogonal to P , Q, and R4, . . . , Rn.
Therefore, ytS = vtS = wt

4S = . . . = wt
nS = 0, and consequently, the column

space of S is equal to the one-dimensional space {a ∈ Cn : yta = vta = wt
4a =

. . . = wt
na = 0}. The same is true for the column space of T . Similarly we prove

that S and T have the same row spaces. In other words, S is a scalar multiple
of T . But they are both idempotents, and therefore, S = T , as desired.

Assume now that P ]Q. Then, by the previous step, we can find orthogonal
sets {S,R4, . . . , Rn} ⊂ {P,Q}⊥ and {T,R4, . . . , Rn} ⊂ {P,Q}⊥ with S 6= T .
Because φ is injective and preserves orthogonality, the ξ-images of these idem-
potents have the same properties, and applying again the characterization of
the relation ] we conclude that ξ(P ) ] ξ(Q).

For every nonzero x ∈ Cn we set Lx = {xut : u ∈ Cn and utx = 1} ⊂ In.
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Similarly, for every nonzero y ∈ Cn we define Ry = {vyt : v ∈ Cn and ytv =
1} ⊂ In. Clearly, if xut 6= xwt both belong to Lx, then u and w are linearly
independent. For every nonzero x we will call Lx a set of rank one idempotents
of type I and Rx a set of rank one idempotents of type II.

Our next goal is to show that every set of rank one idempotents of type I is
mapped either into a set of rank one idempotents of type I, or into a set of rank
one idempotents of type II. Indeed, let x be any nonzero vector and let xut

1 and
xut

2 be two different elements of Lx. By the previous step, either

ξ(xut
1) = zvt

1 and ξ(xut
2) = zvt

2

for some vectors z, v1, and v2, or

ξ(xut
1) = w1y

t and ξ(xut
2) = w2y

t

for some vectors y, w1, and w2. Let us consider just the first case as the proof in
the second case is almost the same. For an arbitrary vector u3 satisfying ut

3x = 1
we have ξ(xut

3) ] zv
t
1 and ξ(xut

3) ] zv
t
2. But v1 and v2 are linearly independent.

Therefore, ξ(xut
3) ∈ Lz. Hence, ξ(Lx) ⊂ Lz.

Clearly, the same statement holds true also for sets of rank one idempotents
of type II, that is, every set of rank one idempotents of type II is mapped either
into a set of rank one idempotents of type I, or into a set of rank one idempotents
of type II.

After composing ξ by the transposition, if necessary, we may assume that
there is a set of rank one idempotents of type I that is mapped into a set
of rank one idempotents of type I. We will prove that then every set of rank
one idempotents of type I is mapped into a set of rank one idempotents of
type I. We first observe that if x, y ∈ Cn are linearly independent then we
can find P1, P2 ∈ Lx and Q1, Q2 ∈ Ly such that P1 6= P2, Q1 6= Q2, and
Pi ]Qi, i = 1, 2. As x and y are linearly independent we have also Pi 6= Qj for
all pairs i, j ∈ {1, 2}. Further, we claim that for any pair of nonzero vectors
x, y ∈ Cn the relations P1, P2 ∈ Lx, Q1, Q2 ∈ Ry and Pi ]Qi, i = 1, 2, imply
that ytx 6= 0 and either P1 = P2, or Q1 = Q2, or Pi = Qj for some i, j = 1, 2.
Indeed, after applying a similarity, we may and we do assume that x = e1. If
ytx = 0 we may assume that x = e1 and y = e2. It is then clear that P ∈ Lx

and Q ∈ Ry imply P 6 ]Q. So, ytx 6= 0 and we may assume without loss of
generality (after applying a similarity and multiplying y by a nonzero scalar)
that x = y = e1. From P1 ]Q1 and P2 ]Q2 we get now immediately that at
least two of the idempotents P1, P2, Q1, Q2 are equal to E11, as desired. Using
the injectivity assumption and the implication P ]Q⇒ ξ(P ) ] ξ(Q) we can now
easily conclude that every set of rank one idempotents of type I is mapped into
a set of rank one idempotents of type I.

For a nonzero x ∈ Cn we denote by [x] the one-dimensional space spanned
by x. As usual, PCn = {[x] : x ∈ Cn \ 0}. We have proved that for every
nonzero vector x there is a nonzero vector u such that ξ(Lx) ⊂ Lu. Thus, ξ
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induces a map η on PCn such that [u] = η([x]) if and only if ξ(Lx) ⊂ Lu.
Assume that [x] ⊂ [u] + [v] for some nonzero x, u, v ∈ Cn. We want to prove
that η([x]) ⊂ η([u]) + η([v]). There is nothing to prove if u and v are linearly
dependent. So, assume that they are linearly independent. Then we can find
a maximal orthogonal set of rank one idempotents {P1, . . . , Pn} such that the
column space of P1 is [u] and the column space of P2 is [v]. By the orthogonality
preserving property we have ξ(Pk)η([u]) = ξ(Pk)η([v]) = {0}, k = 3, . . . , n.
Since ξ(P1), . . . , ξ(Pn) are orthogonal we have η([u]) 6= η([v]) and every vector
w satisfying ξ(Pk)w = 0 for all k = 3, . . . , n, belongs to the direct sum η([u])⊕
η([v]). We can find a rank one idempotent R ∈ Lx that is orthogonal to all
P3, . . . , Pn. So, the above direct sum contains the column space of ξ(R). In
other words, we have η([x]) ⊂ η([u]) + η([v]), as desired. Hence, we can apply
the nonsurjective version of the fundamental theorem of projective geometry [6,
Theorem 3.1] to conclude that there exists an endomorphism f of the complex
field and a linear map T : Cn → Cn such that ξ(Lx) ⊂ Lu, where u = Txf .
Here,

xf =

 x1
...
xn

f

=

 f(x1)
...

f(xn)

 .
If w1, . . . , wn ∈ Cn are linearly independent, then we can find Pi ∈ Lwi

,
i = 1, . . . , n, such that Pi ⊥ Pj whenever i 6= j. Thus, ξ(Pi) ⊥ ξ(Pj) whenever
i 6= j, and consequently, Twf

1 , . . . , Tw
f
n are linearly independent. It follows that

T is invertible and after replacing ξ by the map P 7→ T−1ξ(P )T , we may assume
that ξ(Lx) ⊂ Lxf . In other words, for every xyt ∈ In there exists u ∈ Cn such
that ξ(xyt) = xfut. Assume that a nonzero w ∈ Cn satisfies ytw = 0. Then,
since ytx = 1, the vectors x and w are linearly independent. So we can find
a vector z ∈ Cn such that ztx = 0 and ztw = 1. It follows that xyt ⊥ wzt,
and consequently, utwf = 0. Since this holds for every vector w with ytw = 0,
the vector u has to be a scalar multiple of yf . Now, utxf = 1, and therefore,
u = yf . Hence, ξ(xyt) = xf (yf )t. This completes the proof.

Proof of Theorem 2.4. Let x⊗ f, y⊗ g ∈ I(X). Similarly as in the finite-
dimensional case we define that x ⊗ f ] y ⊗ g if x and y are linearly dependent
or f and g are linearly dependent. Let us start with some simple observations.
Assume that P = x ⊗ f,Q = x ⊗ g ∈ I(X). A rank one idempotent T ∈ I(X)
belongs to {P,Q}⊥ if and only if TP = PT = TQ = QT = 0, or equivalently,
Tx = 0 and T ′f = T ′g = 0. From here we will conclude that R ∈ I(X)
belongs to

(
{P,Q}⊥

)⊥ if and only if R = x⊗ (λf + (1− λ)g) for some λ ∈ C.

Indeed, if R = u ⊗ h ∈
(
{P,Q}⊥

)⊥, then RT = TR = 0 for every T ∈ I(X)
satisfying Tx = 0 and T ′f = T ′g = 0. We first have to prove that u and x
are linearly dependent. Assume to the contrary that this is not true. Then we
can find a vector z ∈ X such that the set {x, z, u} is linearly independent and
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f(z) = g(z) = 0. Then there exists k ∈ X ′ with k(x) = 0 and k(z) = k(u) = 1.
Hence, T = z ⊗ k satisfies Tx = 0 and T ′f = T ′g = 0 but also TR = z ⊗ h 6= 0,
a contradiction. This contradiction shows that we may assume, after absorbing
a constant, if necessary, that u = x. If h does not belong to the linear span of
f and g, then we can find a vector z such that f(z) = g(z) = 0 and h(z) = 1.
Because f(x) = 1, the vectors z and x are linearly independent and therefore
there is a functional k ∈ X ′ such that k(z) = 1 and k(x) = 0. Then once again
T = z⊗ k ∈ I(X) satisfies Tx = 0 and T ′f = T ′g = 0 but also RT = x⊗ k 6= 0,
a contradiction. Thus, R = x⊗ (αf + βg) for some scalars α, β. It follows from
(αf + βg)(x) = 1 that α + β = 1, as desired. To prove the converse we have
to show that every rank one idempotent R = x ⊗ (λf + (1 − λ)g) belongs to(
{P,Q}⊥

)⊥. So, we have to see that TR = RT = 0 for every T ∈ I(X) with
Tx = 0 and T ′f = T ′g = 0. This is obviously true.

We are now ready to show that for P,Q ∈ I(X), P 6= Q, we have P ]Q if
and only if for every pair R,S ∈

(
{P,Q}⊥

)⊥ with R 6= S we have {P,Q}⊥ =
{R,S}⊥. Assume first that P = x ⊗ f ] y ⊗ g = Q. Then either x and y are
linearly dependent, or f and g are linearly dependent. We will consider only
the first possibility. So, we may assume that x = y. Let R,S ∈

(
{P,Q}⊥

)⊥
with R 6= S. Then by the previous step we have R = x ⊗ (λf + (1 − λ)g) and
S = x ⊗ (µf + (1 − µ)g) for some scalars λ 6= µ. It is now straightforward to
check that {P,Q}⊥ = {R,S}⊥.

Assume now that P = x⊗ f 6 ] y ⊗ g = Q. Then both pairs x, y and f, g are
linearly independent. Choose R = P = x⊗ f and S = x⊗ (g + (1− g(x))f). It
is straightforward to see that T ∈ I(X) belongs to {P,Q}⊥ if and only if Tx =
Ty = 0 and T ′f = T ′g = 0. It follows easily that R,S ∈

(
{P,Q}⊥

)⊥. Clearly,
R 6= S. We can find a vector z satisfying f(z) = g(z) = 0 such that x, z, y are
linearly independent. Then there exists k ∈ X ′ such that k(z) = k(y) = 1 and
k(x) = 0. Hence, z⊗k is an idempotent belonging to {R,S}⊥ but z⊗k ·Q 6= 0.
Thus, {P,Q}⊥ 6= {R,S}⊥, as desired.

For a nonzero x ∈ X and a nonzero f ∈ X ′ we denote Lx = {x ⊗ g : g ∈
X ′ and g(x) = 1} ⊂ I(X) and Rf = {y ⊗ f : y ∈ X and f(y) = 1} ⊂ I(X).
As in the finite-dimensional case we can prove that either for every nonzero
x ∈ X there exists a nonzero y ∈ X such that ξ(Lx) ⊂ Ly, or for every nonzero
x ∈ X there exists a nonzero f ∈ X ′ such that ξ(Lx) ⊂ Rf . In fact, since ξ
is bijective and preserves orthogonality in both directions we have ξ(Lx) = Ly

in the first case and ξ(Lx) = Rf in the second case. We will consider only the
second case which requires slightly more complicated arguments than the first
one. So, ξ induces a bijective map η : PX → PX ′ such that η([x]) = [f ] if and
only if ξ(Lx) = Rf . Assume that [x] 6⊂ [y] + [z] for some nonzero vectors x, y, z.
We want to prove that η([x]) 6⊂ η([y]) + η([z]). We may assume that y and
z are linearly independent since otherwise there is nothing to prove. Choose
f, g, h ∈ X ′ such that f(x) = g(y) = h(z) = 1 and f(y) = f(z) = g(x) = g(z) =
h(x) = h(y) = 0. Then ξ(x⊗ f), ξ(y⊗ g), and ξ(z ⊗ h) are pairwise orthogonal
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which implies that the linear span of η([x]), η([y]), η([z]) is of dimension 3. This
yields the desired relation η([x]) 6⊂ η([y])+η([z]). We can prove the same for the
inverse of η. Thus, for any nonzero x, y, z ∈ X we have [x] ⊂ [y]+ [z] if and only
if η([x]) ⊂ η([y]) + η([z]). By the fundamental theorem of projective geometry
there exists a bijective semilinear map S : X → X ′ such that η([x]) = [Sx].
We claim that S carries closed hyperplanes of X to closed hyperplanes of X ′.
Let W ⊂ X be a closed hyperplane. Choose x ∈ X \W . We define f ∈ X ′ by
f(x) = 1 and f(W ) = {0}. We have ξ(x⊗ f) = u⊗ Sx for some u ∈ X. All we
have to do is to show that SW = {g ∈ X ′ : g(u) = 0}. Let y ∈W be a nonzero
vector. We can find k ∈ X ′ with k(y) = 1 and k(x) = 0. Then x ⊗ f ⊥ y ⊗ k.
We have ξ(y ⊗ k) = w ⊗ Sy for some w ∈ X. So, (w ⊗ Sy)(u ⊗ Sx) = 0, and
consequently, Sy ∈ {g ∈ X ′ : g(u) = 0}. Thus, SW ⊂ {g ∈ X ′ : g(u) = 0} and
because both subspaces are of codimension one, they have to be equal. We prove
similarly that the inverse of S carries closed hyperplanes to closed hyperplanes.
It follows from [7, Lemma 3] that S is continuous and linear or conjugate linear.

We also know that either for every f ∈ X ′ there exists x ∈ X such that
φ(Rf ) = Lx, or for every f ∈ X ′ there exists g ∈ X ′ such that φ(Rf ) = Rg. The
second case cannot occur because each Rg is a ξ-image of some Lu. Now, using
the same approach as above we conclude that there exists a bounded bijective
linear or conjugate linear map T : X ′ → X such that for every x⊗ f ∈ I(X) we
have ξ(x⊗ f) = Tf ⊗ g for some g ∈ X ′. Thus, for every x⊗ f ∈ I(X) we have
ξ(x⊗ f) = 1

(Sx)(Tf)Tf ⊗ Sx. In particular, f(x) = 1 yields that (Sx)(Tf) 6= 0.
Because S and T are semilinear we have for every pair x ∈ X and f ∈ X ′ the
implication f(x) 6= 0 ⇒ (Sx)(Tf) 6= 0.

Now, let x ∈ X and f ∈ X ′ satisfy f(x) = 0. Find g ∈ X ′ such that
g(x) = 1. Then (g + λf)(x) = 1 for every complex number λ, and therefore,
(Sx)(Tg + µTf) 6= 0 for every µ ∈ C. This is possible only if (Sx)(Tf) = 0.

Hence, we have (Sx)(Tf) = 0 if and only if f(x) = 0. Here we have to
distinguish two cases. We will consider only the case that S is conjugate linear
since the linear case goes through in the same way. We claim that then T
is conjugate linear as well and there exists a complex constant c such that
(Sx)(Tf) = c f(x). Indeed, choose any x ⊗ f ∈ I(X) and set c = (Sx)(Tf).
Consider u ∈ X and g ∈ X ′ such that g(u) = 1 and g(x) = f(u) = 0. Then
(f + g)(x − u) = 0 which yields (Su)(Tg) = (Sx)(Tf) = c. Let now w ⊗ h be
any member of I(X) and we want to show that (Sw)(Th) = c. For this purpose
we choose z ∈ X such that f(z) = h(z) = 0 and z 6∈ span {x,w}. Choose
also k ∈ X ′ satisfying k(w) = k(x) = 0 and k(z) = 1. As before we prove
that (Sz)(Tk) = c and (Sz)(Tk) = (Sw)(Th) which implies the desired relation
(Sw)(Th) = c for every pair w ∈ X,h ∈ X ′ with h(w) = 1. This further implies
that also T is conjugate linear, and consequently, we have (Sw)(Th) = ch(w)
for every pair w ∈ X, h ∈ X ′.

Replacing S by c−1S we may assume that (Sx)(Tf) = f(x) for every pair
x ∈ X, f ∈ X ′. Recall that if Y,W are Banach spaces and if A : Y → W
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is a bounded conjugate linear operator, then A′ : W ′ → Y ′ is defined by
(A′k)(z) = k(Az), z ∈ Y , k ∈W ′. Let K be the natural embedding of X → X ′′.
Then S = (T−1)′K. Because both S and T are bijective, the embedding K is
also bijective and ξ(x⊗ f) = T (f ⊗Kx)T−1, x⊗ f ∈ I(X). This completes the
proof.

5 Commutativity preserving maps

Now we are ready to start our study of commutativity preserving maps. We
will first treat such maps without imposing the continuity assumption. So, the
goal of this section is to prove Theorem 2.1. Thus, let us assume that n ≥ 3
and that φ : Mn → Mn is a bijective map preserving commutativity in both
directions. Then, obviously, for every subset S ⊂Mn we have φ(S ′) = φ(S)′. If
A ∈Mn has n different eigenvalues, then A is diagonalizable and every A ∈ B′ is
simultaneously diagonalizable. Assume that such an A is already in a diagonal
form and that B ∈ A′. Then the commutant B′ is completely determined if we
know which of the diagonal entries of B are equal. Thus, ]A < ∞. It follows
from Lemmas 3.1, 3.2, 3.3, and 3.4 that φ maps the set of all matrices with n
different eigenvalues onto itself. Further, a matrix A is diagonalizable if and
only if it commutes with some matrix with n different eigenvalues. Thus, D,
the set of all diagonalizable matrices is mapped by φ onto itself. Denote by Dk,
k = 1, . . . , n, the set of all diagonalizable matrices with exactly k eigenvalues.
We have A ∈ D1 if and only if A = λI for some λ ∈ C and this is equivalent to
A′ = Mn. Thus D1 is mapped onto itself. The same is true for D2 = M∩D.
Observe that for A ∈ D the following two statements are equivalent:

• A ∈ D3,

• A 6∈ D1 ∪ D2 and every matrix B ∈ D satisfying B ∈ A′, A′ ⊂ B′, and
A′ 6= B′ belongs to D1 ∪ D2.

It follows easily that φ(D3) = D3. Repeating this procedure we get φ(Dk) = Dk,
k = 1, . . . , n.

We denote by Q ⊂ D2 the set of all matrices of the form λP + µ(I − P ),
where λ 6= µ and P is an idempotent of rank one. So, Q is the set of all
diagonalizable matrices with exactly two eigenvalues one of them having the
eigenspace of dimension one. In our next step we will prove that φ maps the
set Q onto itslef. In the case n = 3 we have Q = D2 and so, there is nothing to
prove. Therefore we will assume in this paragraph that n ≥ 4. We will verify
that for A ∈ D2 the following two statements are equivalent:

• A ∈ Q,

• for every B ∈ A′ ∩ D2 we have {A,B}′′ ⊂ D1 ∪ D2 ∪ D3.
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Assume for a moment that we have already proved this. Then, because φ
preserves the first commutants, it has to preserve also the second commutants
and since it preserves Dk, k = 1, 2, 3, we have necessarily φ(Q) = Q, as desired.
So, assume that A = λP + µ(I − P ) ∈ Q and B ∈ A′ ∩ D2. A matrix C
commutes with A if and only if it commutes with P . So, there is no loss of
generality in assuming that already A is an idempotent of rank one, and after
applying a similarity, if necessary, we may assume that A = E11. Moreover,
two diagonalizable matrices commute if and only if they are simultaneously
diagonalizable, and therefore, there is no loss of generality in assuming that
B = τ(E11 + . . . + Ekk) + δ(Ek+1,k+1 + . . . + Enn), 1 ≤ k ≤ n − 1, τ 6= δ. If
k = 1, then {A,B}′′ = span {E11, I−E11} ⊂ D1∪D2, and if 2 ≤ k ≤ n−1, then
{A,B}′′ = span {E11, E22 + . . .+Ekk, I− (E11 + . . .+Ekk)} ⊂ D1∪D2∪D3. To
prove the other direction assume that A ∈ D2 \ Q. As before there is no loss of
generality in assuming that A = E11 + . . .+Ekk for some k, 2 ≤ k ≤ n−2. Take
B = E11 + Ek+1,k+1 and observe that then {A,B}′′ = span {E11, E22 + . . . +
Ekk, Ek+1,k+1, I − (E11 + . . .+Ek+1,k+1)} contains matrices with four different
eigenvalues.

To each A ∈ Q we associate the unique idempotent P of rank one satisfying
A = λP + µ(I − P ), λ, µ ∈ C. If A,B ∈ Q and P and Q are the corresponding
idempotents of rank one, then P = Q if and only if A′ = B′. Thus, φ induces
a bijective map ξ : In → In. Moreover, we have P ⊥ Q if and only if A and
B commute and A′ 6= B′. Thus, the map ξ preserves the orthogonality in both
directions. By Theorem 2.3, there exists a nonsingular matrix T ∈ Mn and
an automorphism f : C → C such that either ξ(P ) = TPfT

−1, P ∈ In, or
ξ(P ) = TP t

fT
−1, P ∈ In. Replacing φ by A 7→ T−1φ(Af−1)T , and composing

the obtained map with the transposition, if necessary, we may assume without
loss of generality that for every idempotent P of rank one the set of all matrices
of the form λP + µ(I − P ), λ 6= µ, is mapped bijectively onto itself. In other
words, for every A ∈ Q ∪ CI there exist polynomials pA and qA such that
φ(A) = pA(A) and A = qA(pA(A)). Hence, after composing φ by an appropriate
regular locally polynomial map (this map acts like the identity outside Q∪CI),
we may assume that φ(A) = A for every A ∈ Q ∪CI.

In the next step we will prove that after composing φ by yet another regular
locally polynomial map we may assume that φ(A) = A for every diagonaliz-
able A. As before, we need to show that for every diagonalizable A there are
polynomials pA and qA such that φ(A) = pA(A) and A = qA(pA(A)). In fact,
it is enough to prove this only for diagonal matrices. Indeed, assume that we
have proved the existenece of such polynomials for diagonal matrices and let A
be any diagonalizable matrix. Then there is an invertible R ∈ Mn such that
RAR−1 = D is diagonal. The map ψ(X) = Rφ(R−1XR)R−1 is a bijective map
preserving commutativity in both directions with the additional property that
ψ(A) = A for every A ∈ Q∪CI. Thus, by our assumption, ψ(D) and D have the
same commutant, or equivalently, φ(A) and A have the same commutant which
is the same as the existence of polynomials pA and qA such that φ(A) = pA(A)
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and A = qA(pA(A)).
Hence, let D be a diagonal matrix. It is easy to see that D′ = span (In∩D′).

Since φ acts like the identity on In we have φ(D)′ = D′, as desired. Thus, from
now on we will assume that φ(A) = A for every diagonalizable matrix A.

Let F be the union of the set of all diagonalizable matrices and the set of all
matrices that can be written as λI +N where λ is any complex number and N
is any nilpotent matrix of rank one. We will prove in this paragraph that after
composing φ by an appropriate regular locally polynomial map we may assume
that φ(A) = A for every A ∈ F . As before, it is enough to show that φ(N)′ = N ′

for every nilpotent of rank one. And to do this we have to verify this equality
only for the special case when N = E12. Since diagonalizable matrices are
mapped identically onto diagonalizable matrices we get from Lemma 3.1 that
φ(E12) is a scalar plus a nonzero square-zero matrix. Further we know that
φ(E12) commutes with E11 +E22, E33, . . . , Enn. All these yield that φ(E12) is a
scalar plus a nonzero square-zero matrix M , where M has nonzero entries only
in the upper left 2× 2 corner. Now we apply the fact that E12 commutes with
a rank two idempotent E11 +E22 +E13 to conclude that the first column of M
has to be zero. Since M is nilpotent, it has to be a scalar multiple of E12. This
completes the proof of this step.

Now we are ready to complete the proof. We know that φ(A) = A for every
diagonalizable matrix A and every A that is a sum of a scalar matrix and a rank
one nilpotent. We want to prove that for every A ∈ C there is a polynomial pA

such that φ(A) = pA(A) and φ(A)′ = (pA(A))′.
For a pair of complex numbers λ, a we denote by J(λ, a) the 2× 2 matrix

J(λ, a) =
[
λ a
0 λ

]
.

Let S be an arbitrary n × n invertible matrix, k,m nonnegative integers with
2k + m = n, and λ1, . . . , λk, µ1, . . . , µm complex numbers. We have to prove
that

A = Sdiag (J(λ1, 1), . . . , J(λk, 1), µ1, . . . , µm)S−1

is mapped into

φ(A) = Sdiag (J(τ1, a1), . . . , J(τk, ak), ξ1, . . . , ξm)S−1,

where λi = λj if and ony if τi = τj , µi = µj if and ony if ξi = ξj , λi = µj if and
ony if τi = ξj , ai = aj whenever λi = λj , and ai 6= 0 for every i = 1, . . . , k.

Because A commutes with idempotents

Sdiag (I, . . . , 0, 0, . . . , 0)S−1,

...

Sdiag (0, . . . , I, 0, . . . , 0)S−1,
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Sdiag (0, . . . , 0, 1, . . . , 0)S−1,

...

Sdiag (0, . . . , 0, 0, . . . , 1)S−1,

the matrix φ(A) commutes with these idempotents as well, and therefore,

φ(A) = Sdiag (A1, . . . , Ak, ξ1, . . . , ξm)S−1,

where A1, . . . , Ak are 2 × 2 matrices, and ξ1, . . . , ξm ∈ C. The matrix A com-
mutes with

S(J(0, 1)⊕ 0)S−1 = SE12S
−1 ∈ F

and, of course, the same must be true for φ(A). Thus, A1 = J(τ1, a1) for some
complex numbers τ1, a1. If a1 = 0, then φ(A) commutes with every matrix

Sdiag (P, . . . , 0, 0, . . . , 0)S−1,

where P is any 2×2 idempotent of rank one and then the same must be true for
A. This contradiction shows that a1 6= 0. Similarly, we see that all the matrices
Ai have a similar form. So, we have proved that

φ(A) = Sdiag (J(τ1, a1), . . . , J(τk, ak), ξ1, . . . , ξm)S−1,

for some complex numbers τ1, . . . , τk, ξ1, . . . , ξm, and some nonzero complex
numbers a1, . . . , ak. Assume that two of the λ’s, say λ1 and λ2, are equal. Then
A commutes with SE14S

−1 ∈ F . It follows that φ(A) commutes with SE14S
−1

which further yields that τ1 = τ2. The same argument shows that τ1 = τ2
implies that λ1 = λ2. Hence, λi = λj if and ony if τi = τj , and similarly,
µi = µj if and only if ξi = ξj .

If one of the λ’s is equal to some µ, say λ1 = µ1, then A commutes with
SE1,2k+1S

−1, which implies that τ1 = ξ1. Similarly, if τi = ξj for some integers
i, j, then λi = µj .

It remains to prove that λi = λj yields that ai = aj . Assume with no loss
of generality that λ1 = λ2. Then A commutes with the diagonalizable matrix

D = S(
[

0 I
I 0

]
⊕ 0)S−1.

Here, I stands for the 2 × 2 identity matrix, and the last 0 denotes the (n −
4)× (n−4) zero matrix. The matrix D has to commute with φ(A) as well. The
desired equation a1 = a2 follows easily. This completes the proof.

21



6 Example

We define N ⊂ Mn to be the set of all matrices of the form cI + N where c
is any complex number and N is a nilpotent of maximal nilindex, Nn = 0 and
Nn−1 6= 0. Obviously, for A = cI + N ∈ N the scalar c and the nilpotent
N are uniquely determined. Using Jordan canonical form we easily see that
for A = cI + N ∈ N we have A′ = N ′ = {p(N) : p ∈ P}. Of course,
B =

∑n−1
k=0 λkN

k ∈ A′ belongs to N if and only if λ1 6= 0. If A,B ∈ N we will
write A ∼ B if A′ = B′. Clearly, for A,B ∈ N we have A ∼ B if and only if
AB = BA and this is further equivalent to A = p(B) and B = q(A) for some
p, q ∈ P. Further, for A = cI+N ∈ N and B = dI+M ∈ N we write A ≈ B if
A′ \N = span {I,N2, N3, . . . , Nn−1} = span {I,M2,M3, . . . ,Mn−1} = B′ \N .
Clearly, A ∼ B yields that A ≈ B. Thus, the relation ≈ induces an equivalence
relation on N/∼ = {[A] : A ∈ N}, the set of all equivalence classes with respect
to ∼. If [A], [B] ∈ N/∼ with A ≈ B, then we will say that the equivalence classes
[A] and [B] are ≈-equivalent. Let τ : Mn →Mn be any bijective map such that
τ(A) = A for all A 6∈ N , τ(A) ∼ τ(B) if and only if A ∼ B for every pair
A,B ∈ N , and τ(A) ≈ A for every A ∈ N . In other words, τ acts like the
identity outside N , it maps every equivalence class [A] ∈ N/∼ bijectively onto
the equivalence class [τ(A)] which is ≈-equivalent to [A], and the correspodence
between equivalence classes [A] 7→ [τ(A)] induced by τ is a bijection of N/∼
onto itself. It is easy to see that such a map τ : Mn → Mn preserves the
commutativity in both directions.

To understand better the structure of such maps we have to understand
when two matrices A = cI +N and B = dI +M belonging to N are equivalent
with respect to ∼ or ≈. Of course, A ∼ B if and only if N ∼M , and the same
is true for the relation ≈. So, we need to know when two nilpotent matrices N
and M of maximal nilindex are equivalent with respect to these two equivalence
relations. There is no loss of generality in assuming that N is in the Jordan
canonical form, N = E12 + E23 + . . .+ En−1,n. Then M ∼ N if and only if M
is a strictly upper triangular Toeplitz matrix with nonzero entries on the first
upper diagonal. In the 3 × 3 case we have N ≈ M if and only if M is strictly
upper triangular. This can be checked by a straightforward computation. In the
higher dimensional cases it is easy to verify that every matrix M = T+R, where
T is a strictly upper triangular Toeplitz matrix with nonzero entries on the first
upper diagonal and R is a matrix with nonzero entries only in the upper right
2× 2 corner, satisfies N ≈M . Lemma 3.5 tells that if n ≥ 4 and a nilpotent M
of maximal nilindex commutes with Nk, k = 2, . . . , n− 1, then M has to be of
the form M = T +R where T and R are as above. We have shown that N ≈M
if and only if M is of the form described above.

The above described bijective maps preserve commutativity in both direc-
tions but on the whole matrix algebra they do not need to be of one of the two
nice forms given in Theorem 2.1.
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7 Continuous commutativity preserving maps

In this section we will prove Theorem 2.2. So, assume that φ : Mn → Mn is a
continuous bijective map preserving commutativity in both directions. We then
already know that there exist an invertible matrix T ∈ Mn, an automorphism
f : C → C, and a regular locally polynomial map A 7→ pA(A) such that either
φ(A) = TpA(Af )T−1 for every A ∈ C, or φ(A) = TpA(At

f )T−1 for every A ∈ C.
Composing φ with the similarity transformation A 7→ T−1AT and with the
transposition, if necessary, we may assume that φ(A) = pA(Af ) for every A ∈ C.
In particular, we have φ(E11) = λE11 + µI for some scalars λ, µ with λ 6= 0.
Moreover, φ(E11+xE12) = λ(x)(E11+f(x)E12)+µ(x)I for some functions λ, µ :
C → C. If x → 0, then by the continuity assumption φ(E11 + xE12) tends to
φ(E11), and consequently, limx→0 µ(x) = µ, which further yields limx→0 λ(x) =
λ 6= 0. It follows that limx→0 λ(x)f(x) = λ limx→0 f(x) = 0. Thus, f is an
automorphism of the complex field that is continuous at zero. Therefore, we
have either f(λ) = λ, λ ∈ C, or f(λ) = λ, λ ∈ C. Composing φ with the map
A 7→ A, if necessary, we may and we do assume that φ(A) = pA(A) for every
A ∈ C. We have to show that then for every A ∈ Mn there exist polynomials
pA and qA such that φ(A) = pA(A) and A = qA(pA(A)).

We have

N =



0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . 1
0 0 0 0 . . . 0

 = lim
λ→0



0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . 1
λ 0 0 0 . . . 0

 .

Denote Nλ = N + λEn,1. We observe first that for every λ 6= 0 the matrix Nλ

is diagonalizable. We have

N2
λ =



0 0 1 0 0 . . . 0
0 0 0 1 0 . . . 0
0 0 0 0 1 . . . 0
...

...
...

...
...

. . .
...

0 0 0 0 0 . . . 1
λ 0 0 0 0 . . . 0
0 λ 0 0 0 . . . 0


, N3

λ =



0 0 0 1 0 . . . 0
0 0 0 0 1 . . . 0
...

...
...

...
...

. . .
...

0 0 0 0 0 . . . 1
λ 0 0 0 0 . . . 0
0 λ 0 0 0 . . . 0
0 0 λ 0 0 . . . 0


, . . .

and thus, if p(x) = a1 +a2x+ . . .+anx
n−1, then the matrix p(Nλ) is a Toeplitz
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matrix of the form

a1 a2 a3 . . . an−2 an−1 an

anλ a1 a2 . . . an−3 an−2 an−1

an−1λ anλ a1 . . . an−4 an−3 an−2

...
...

...
. . .

...
...

...
a4λ a5λ a6λ . . . a1 a2 a3

a3λ a4λ a5λ . . . anλ a1 a2

a2λ a3λ a4λ . . . an−1λ anλ a1


.

For every λ 6= 0 there exists a polynomial pλ such that φ(Nλ) = pλ(Nλ). Hence,
φ(Nλ) is of the above form with a1(λ), a2(λ), . . . , an(λ) depending on λ. We
know that the limit limλ→0 pλ(Nλ) exists and is equal to φ(N). Thus, all the lim-
its limλ→0 aj(λ), j = 1, . . . , n, exist, and consequently, φ(N) = limλ→0 pλ(Nλ)
is an upper triangular Toeplitz matrix. Moreover, the first upper diagonal of
φ(N) is nonzero. Indeed, if this was not true, then φ(N) would be a sum of a
scalar and a nilpotent M of rank at most n− 2. Applying the Jordan canonical
form one can easily see that for every nilpotent of rank ≤ n − 2 there exists
a nontrivial idempotent commuting with this nilpotent. But then N would
commute with a nontrivial idempotent, a contradiction.

In a similar way we prove that for every invertible matrix S the matrix
Sdiag (0,Mm, 0)S−1, where 0 stands for the zero matrices of appropriate size
(possibly different size and one of them possibly absent) and Mm is an m×m
nilpotent of maximal nilindex in the Jordan canonical form (the first upper
diagonal entries are equal to one and all others are zero), is mapped by φ into a
matrix of the form Sdiag (µI, T, µI)S−1, where T is an upper triangular Toeplitz
matrix with nonzero first upper diagonal and µ is a scalar equal to the unique
eigenvalue of T .

Using exactly the same ideas as at the end of the proof of Theorem 2.1 we
conclude that every matrix

A = Sdiag (J1, J2, . . . , Jk)S−1

(here, S is an invertible matrix and J1, . . . , Jk are Jordan cells) is mapped
into Sdiag (T1, T2, . . . , Tk)S−1, where the Ti’s are matrices with exactly one
eigenvalue. We continue in the same way as in the proof of Theorem 2.1. Let
us just sketch the next few steps. Since A commutes with

Sdiag (Mm1 , 0, . . . , 0)S−1,

Sdiag (0,Mm2 , 0, . . . , 0)S−1,

...

Sdiag (0, 0, . . . , 0,Mmk
)S−1,
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where the Mmi ’s are nilpotents of the maximal nilindex in the Jordan canonical
form, φ(A) commutes with their images, and consequently, the Ti’s are upper
triangular Toeplitz matrices. Moreover, the diagonal entry of Ti coincides with
the diagonal entry of Tj if and only if the Jordan cells Ji and Jj correspond to
the same eigenvalue of A. Thus, we have

φ(A) = φ(Sdiag (J1, J2, . . . , Jk)S−1) = Sdiag (p1(J1), p2(J2), . . . , pk(Jk))S−1

for some polynomials p1, . . . , pk. Moreover, if the Jordan cells Ji and Jj have the
eigenvalues λi and λj , respectively, then pi(λi) = pj(λj) if and only if λi = λj .
Also, the first upper diagonals of the pi(Ji)’s are all nonzero. All we have to
do in order to complete the proof is to show that we can take pi = pj whenever
λi = λj . The only case we have to consider is that the Jordan canonical form
of A has two Jordan cells with the same eigenvalue, since the same simple idea
works in the general case as well. So, assume that A = Sdiag (J1, J2)S−1, where
J1 and J2 are Jordan cells of the sizes p× p and q× q with the same eigenvalue.
With no loss of generality we assume that p ≥ q. We know that

φ(A) = S



a1 a2 a3 . . . ap

0 a1 a2 . . . ap−1

0 0 a1 . . . ap−2

...
...

...
. . .

...
0 0 0 . . . a1

0

0

a1 b2 b3 . . . bq
0 a1 b2 . . . bq−1

0 0 a1 . . . bq−2

...
...

...
. . .

...
0 0 0 . . . a1


S−1

with a2 6= 0 and b2 6= 0. We have to show that a2 = b2, . . . , aq = bq. Of course,
there is nothing to prove when q = 1. So, assume that q > 1. Clearly, the
matrix A commutes with the square-zero matrix

Z = S

[
0 V
0 0

]
S−1,

where V =
[
I
0

]
. Here, I denotes the q × q identity matrix. We know that

φ(Z) = λI + µZ, for some λ, µ with µ nonzero. Thus, φ(A) commutes with Z
which directly yields the desired equalities a2 = b2, . . . , aq = bq. This completes
the proof of Theorem 2.2.

8 Lie automorphisms of matrix algebras

For the proof of Theorem 2.5 we will need the following well-known facts from
linear algebra. A matrix A ∈Mn has trace zero if and only if it can be written
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as A = BC − CB for some B,C ∈ Mn. A matrix A commutes with every
idempotent of rank one if and only if it is a scalar matrix. And finally, for every
A ∈ Mn and every idempotent P of rank one there exists a rank one matrix
B such that PA − AP = PB − BP . Indeed, there is no loss of generality in
assuming that P = E11. If A = [aij ] set

B =


1
a21
...
an1

 [ 1 a12 . . . a1n ] .

It is then easy to check that the desired equation PA−AP = PB −BP holds
true.

Proof of Theorem 2.5. Obviously, φ is a bijective map preserving com-
mutativity in both directions. Applying Theorem 2.1 and composing φ with a
similarity transformation, a ring automorphism induced by an automorphism
of the complex field, and the map A 7→ −At, if necessary, we may assume that
the restriction of φ to C is a regular locally polynomial map. In particular,
for every rank one matrix R and every scalar λ there exists a unique scalar
fR(λ) such that φ(λR) − fR(λ)R is a scalar matrix. Clearly, fR(0) = 0 for
every rank one matrix R. Let P and Q be two idempotents of rank one. We
will prove that fP (λ) = fQ(λ) for every nonzero λ. Assume first that PQ =
QP = 0. Then we can find a nilpotent of rank one such that PN = N = NQ
and NP = 0 = QN . It follows that fP (λ)fN (1)N = (fP (λ)P ) (fN (1)N) =
[φ(λP ), φ(N)] = φ([λP,N ]) = φ(λN) = [φ(N), φ(λQ)] = fN (1)fQ(λ)N , which
yields the desired relation fP (λ) = fQ(λ). In the general case the assumption
n ≥ 3 yields the existence of a rank one idempotent R such that PR = RP = 0
and QR = RQ = 0. So, also in this case we have fP (λ) = fR(λ) = fQ(λ).
Therefore, the function fP = f is independent of the choice of P . We ap-
ply the above obtained equation fP (λ)fN (1)N = φ(λN) with N = E12 to
obtain f(λ)fE12(1)E12 = φ(λE12) = φ([E11, E11 + λE12]) = [φ(E11), φ(E11 +
λE12)] = f(1)2λE12 which further implies that f(λ) = aλ for some nonzero
scalar a. Thus, φ(E12) = [φ(E11), φ(E11 + E12)] = a2E12, and consequently,
a2E12 = φ(E12) = φ([E11, E12]) = [φ(E11), φ(E12)] = [aE11, a

2E12] = a3E12.
Hence, a = 1, which further yields that φ(R) − R is a scalar matrix for every
matrix R of rank one.

Let now A ∈ Mn be an arbitrary matrix and P any idempotent of rank
one. We already know that there is a rank one matrix B satisfying PA−AP =
PB − BP . Then Pφ(A) − φ(A)P = [φ(P ), φ(A)] = φ([P,A]) = φ([P,B]) =
[φ(P ), φ(B)] = PB − BP = PA − AP . Thus, φ(A) − A commutes with ev-
ery idempotent of rank one, and must therefore be a scalar matrix. Hence,
we have φ(A) = A + ϕ(A)I, A ∈ Mn, for some scalar function ϕ defined on
Mn. If tr (A) = 0, then A = [C,D] for some C,D ∈ Mn, and consequently,
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A + ϕ(A)I = φ(A) = [φ(C), φ(D)] = [C + ϕ(C)I,D + ϕ(D)I] = A. Thus,
ϕ(A) = 0. This completes the proof.

In the case n = 2 we denote J =
[

0 −1
1 0

]
. It is easy to verify that

−At = JAJ−1 − tr(A)I

for every A ∈ M2. Thus, in this low dimensional case every map of the second
form given in Theorem 2.5 can be expressed as a map of the first form. We then
have the folloving result.

Theorem 8.1 Let φ : M2 → M2 be a bijective map satisfying φ([A,B]) =
[φ(A), φ(B)], A,B ∈M2. Then there exist an invertible matrix T ∈M2, a scalar
function ϕ defined on M2 satisfying ϕ(C) = 0 for all matrices C of trace zero,
and an automorphism f of the complex field such that φ(A) = TAfT

−1 +ϕ(A)I
for all A ∈M2.

Proof. We first observe that φ maps the zero matrix into itself, the set of
scalar matrices onto itself and the set of all trace zero matrices onto itself. Let
N ⊂ M2 be the subset of all matrices N for which there exists B ∈ M2 such
that BN −NB = N . We will show that N is the set of all nilpotents. Assume
first that N is a nilpotent. There is nothing to prove if N = 0. So, assume
that N is a nonzero square-zero matrix. Then, after applying similarity we may
assume that N = E12. Set B = E11 to see that N ∈ N . Conversely, let N ∈ N
be a nonzero matrix. Then it is a trace zero matrix, and therefore, it is either

a nilpotent of rank one, or it is similar to
[
λ 0
0 −λ

]
. It is easy to see that the

second possibility cannot occur.
Obviously, φ maps N onto itself. Because the set of all trace zero matrices is

invariant under φ this further yields that the set of all diagonalizable matrices
with trace zero is mapped by φ onto itself.

Let N be any nilpotent of rank one. Then N is similar to E12. A straight-
forward computation shows that a matrix C ∈ M2 satisfies CN − NC = N if
and only if C = P + µI for some scalar µ and some idempotent P of rank one
whose range space is the same as the range space of N . Thus, for every idem-
potent P of rank one there exist a uniqely determined rank one idempotent P1

and a scalar ϕ(P ) such that φ(P ) = P1 + ϕ(P )I. Moreover, if the idempotent
operators P and Q have the same range space and if φ(Q) = Q1 + ϕ(Q)I, then
P1 and Q1 have the same range space as well. Similarly, if P and Q have the
same null space, then the same must be true for P1 and Q1.

For every nonscalar matrix A ∈ M2 the commutant A′ = span {I,A} is
mapped onto φ(A)′ = span {I, φ(A)}. Hence, for every idempotent P of rank
one there exists a function fP : C → C such that φ(λP ) = fP (λ)P1 + ϕ(λP )I,
λ ∈ C. Here, P1 is as above, and ϕ(λP ) is a scalar depending on λ and P .
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Assume next that the idempotents P and Q of rank one have the same
range space and let P1 and Q1 be as above. Then we cand find a nilpotent N
of rank one satisfying PN − NP = N = QN − NQ. It follows that (λP )N −
N(λP ) = λN = (λQ)N −N(λQ) for every scalar λ. This further implies that
[fP (λ)P1 +ϕ(λP )I, φ(N)] = [fQ(λ)Q1, φ(N)]. Since [P1, φ(N)] = [Q1, φ(N)] we
see that fP = fQ. Similarly, if P and Q have the same null space, then fP = fQ.

Now, if P and Q are any idempotents of rank one, then we can find a chain
P = P0, P1, P2, P3 = Q of idempotents of rank one such that any pair Pk, Pk+1

has either the same range space, or the same null space. Thus, fP = f is
independent of P . Clearly, f(0) = 0.

Let N be any nilpotent of rank one. We choose an idempotent P of rank one
such that [P,N ] = N . Then for every scalar λ we have φ(λN) = [φ(λP ), φ(N)] =
[f(λ)P1, φ(N)] = f(λ)φ(N). Now, if λ is nonzero, then λN is again a nilpo-
tent of rank one. Thus, if µ is any scalar, then φ(µλN) = f(µ)φ(λN) =
f(µ)f(λ)φ(N). On the other hand, φ(µλN) = f(µλ)φ(N). Hence, f is multi-
plicative.

After composing φ by a similarity transformation, if necessary, we may as-
sume that φ(E11) = E11 + ϕ(E11)I. Then, clearly, φ(E12) = τE12 for some
nonzero scalar τ . There is no loss of generality in assuming that τ = 1, since
otherwise we may compose φ with a similarity transformation

A 7→
[

1 0
0 τ

]
A

[
1 0
0 τ−1

]
.

It follows that φ(λE12) = f(λ)E12 for every scalar λ. We already know that
every idempotent of the form [

1 λ
0 0

]
is mapped into a sum of a scalar matrix and an idempotent of the same type.
Thus, there exists a function g : C → C such that

φ

([
1 λ
0 0

])
−

[
1 g(λ)
0 0

]
is a scalar matrix. Applying[

1 λ
0 0

] [
1 µ
0 0

]
−

[
1 µ
0 0

] [
1 λ
0 0

]
=

[
0 µ− λ
0 0

]
we conclude that f(µ−λ) = g(µ)−g(λ) for every pair of scalars λ, µ. The choice
λ = 0 tells us that f = g. Hence, f is also additive. Clearly, it is surjective.
Hence, after composing φ with[

λ µ
τ δ

]
7→

[
f−1(λ) f−1(µ)
f−1(τ) f−1(δ)

]
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we may and we do assume that f is the identity.
In the same way as above we see that there exists a function h : C → C such

that

φ

([
1 0
λ 0

])
−

[
1 0

h(λ) 0

]
is a scalar matrix. Let us show that h(1) = 1. Observe that[

1 0
µ 0

] [
1 −1
0 0

]
−

[
1 −1
0 0

] [
1 0
µ 0

]
is nilpotent if and only if µ ∈ {0, 1}. This implies the desired equation h(1) = 1,
and since [

1 0
1 0

] [
1 0
0 0

]
−

[
1 0
0 0

] [
1 0
1 0

]
=

[
0 0
1 0

]
we have φ(E21) = E21. The same argument as above shows that h = id.

Let P be any idempotent of rank one of the form[
λ α
β 1− λ

]
with λ 6= 0 and λ(1− λ) = αβ. It has the same null space as[

1 α
λ

0 0

]
and the same range space as [

1 0
β
λ 0

]
.

Every idempotent is uniquely determined by its range space and its null space.
Therefore, φ(P ) = P + ϕ(P )I for some scalar ϕ(P ).

Every idempotent P of rank one is either of the above form, or is orthogonal
to some idempotent of the above form. Idempotents P and Q of rank one are
orthogonal if and only if the range space of P is the null space of Q and the range
space of Q is the null space of P . Moreover, P ⊥ Q if and only if [P,Q] = 0 and
P 6= Q. Hence, we have φ(P ) = P + ϕ(P )I for every idempotent of rank one.
Consequently, φ(N) = N for every nilpotent of rank one. Now we can complete
the proof as in the higher dimensional case.

9 Lie automorphisms of B(X)

So, it remains to prove Theorem 2.6. Let X be an infinite-dimensional Banach
space. Assume that φ : B(X) → B(X) is a bijective map satisfying φ([A,B]) =
[φ(A), φ(B)], A,B ∈ B(X).
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Clearly, φ(CI) = CI and φ(0) = 0. Let P ∈ B(X) be any idempotent,
P 6= 0, I, let λ be any scalar, and denote φ(P + λI) = Q. A straightforward
computation shows that [P, [P, [P,A]]] = [P,A] for every A ∈ B(X). It follows
that [Q, [Q, [Q,A]]] = [Q,A] for every A ∈ B(X), or equivalently,

(Q3 −Q)A+ (I − 3Q2)AQ+ 3QAQ2 −AQ3 = 0, A ∈ B(X).

Assume that there exists x ∈ X such that x,Qx,Q2x,Q3x are linearly inde-
pendent. Then we can find a rank one operator A ∈ B(X) such that Ax = x
and AQx = AQ2x = AQ3x = 0. This together with the above equation implies
(Q3 − Q)x = 0, a contradiction. By Kaplansky’s theorem on locally algebraic
operators Q is an algebraic operator with minimal polynomial of degree at most
3. Let α be an eigenvalue of Q and y a corresponding nonzero eigenvector. From
[Q, [Q, [Q,A]]] = [Q,A] for every A ∈ B(X) we get [Q′, [Q′, [Q′, A]]] = [Q′, A]
for every A ∈ B(X), where Q′ = Q− αI. Therefore,

(Q′3−Q′)Ay+(I−3Q′2)AQ′y+3Q′AQ′2y−AQ′3y = (Q′3−Q′)Ay = 0, A ∈ B(X).

Hence, Q′3 = Q′. Thus, the spectrum of Q′ is contained in {−1, 0, 1}. Applying
the same trick k once more we see that the spectrum of Q′ − βI is contained in
{−1, 0, 1} for every β ∈ σ(Q′). It follows easily that either σ(Q′) ⊂ {0, 1}, or
σ(Q′) ⊂ {0,−1}. We also know that Q′ is not a scalar operator. Thus, because
Q′3 = Q′, the operator Q′ must be a nontrivial idempotent in the first case.
So, in this case we have φ(P + λI) = Q′ + αI for some nontrivial idempotent
Q′ and some scalar α. In the second case we write φ(P + λI) = Q′ + αI =
(I+Q′)+(α−1)I. Clearly, I+Q′ is an idempotent. We have proved that every
sum of a nontrivial idempotent and a scalar operator is mapped into a sum of
some nontrivial idempotent and some scalar operator.

More precisely, for every idempotent P ∈ B(X) \ {0, I} and every λ ∈ C
there exist a nontrivial idempotent Q ∈ B(X) and µ ∈ C such that

φ(P + λI) = Q+ µI.

Here, the idempotent Q and the scalar µ are uniquely determined. Indeed, if
Q + µI = R + τI, then Q = R + (τ − µ)I, and consequently, {0, 1} = σ(Q) =
σ(R) + (τ − µ) = {τ − µ, 1 + τ − µ}. It follows that τ − µ = 0 which further
yields that Q = R.

Next we will show that if P ∈ B(X) is a nontrivial idempotent and λ1, λ2

are two scalars then there exist a nontrivial idempotent Q ∈ B(X) and scalars
µ1, µ2 such that φ(P+λiI) = Q+µiI, i = 1, 2. We already know that there exist
nontrivial idempotents Q1, Q2 ∈ B(X) and scalars µ1, µ2 such that φ(P+λiI) =
Qi + µiI, i = 1, 2. We have to show that Q1 = Q2. We have φ(A)′ = φ(A′)
for every A ∈ B(X). Therefore, Q′1 = Q′2. It follows that either Q1 = Q2, or
Q1 = I−Q2. For an arbitrary T ∈ B(X) we denote by T s the set of all operators
B ∈ B(X) satisfying TB − BT = B. Clearly, φ(T s) = φ(T )s, T ∈ B(X). If
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T = R+ τI for some nontrivial idempotent R and some scalar τ , then T s = Rs.
The operator R has a matrix representation

R =
[
I 0
0 0

]
with respect to the direct sum decomposition X = ImR ⊕ KerR. It follows
easily that T s is the set of all operators B ∈ B(X) satisfying ImB ⊂ ImR ⊂
KerB. Here, ImS and KerS denote the range space and the null space of S,
respectively. It follows that the possibility Q1 = I −Q2 cannot occur.

Hence, for every nontrivial idempotent P ∈ B(X) there exists a nontrivial
idempotent Q ∈ B(X) such that

φ(P + CI) = Q+ CI.

We define ϕ(P ) = Q for every nontrivial idempotent P ∈ B(X) and ϕ(0) =
0 and ϕ(I) = I. Then ϕ is a bijective map from P (X) onto P (X), where
P (X) ⊂ B(X) denotes the subset of all idempotents. Clearly, ϕ(P )s = φ(P )s,
P ∈ P (X).

Denote by S(X) ⊂ B(X) the set of all square-zero rank one operators. Every
member of S(X) can be writen as x ⊗ f with x ∈ X and f ∈ X ′ satisfying
f(x) = 0. Clearly, the set

S =
⋃

P∈P (X)

P s

is a subset of the set of all square-zero operators. Obviously, φ maps S onto
itself. For A ∈ S we define Ap = {P ∈ P (X) : A ∈ P s}. Obviously, Ap = {P ∈
P (X) : ImA ⊂ ImP ⊂ KerA}.

In the next step we will prove that for every nonzero A ∈ S the following
two statements are equivalent:

• A ∈ S(X), and

• if B ∈ S satisfies Ap ⊂ Bp and Ap 6= Bp, then B = 0.

Assume first that A = x⊗ f ∈ S(X) and let B be a square-zero operator such
that Ap ⊂ Bp and Ap 6= Bp. Thus, PB − BP = B for every idempotent P
satisfying span {x} ⊂ ImP ⊂ Ker f . In particular,

(x⊗ g)B = B(I + x⊗ g)

for every g ∈ X ′ such that g(x) = 1. For every such g ∈ X ′ the operator
I +x⊗ g is invertible, and consequently, ImB ⊂ span {x}. As B is square-zero,
we have B = x⊗ k for some k ∈ X ′ with k(x) = 0. We will prove that k = µf
for some µ ∈ C. If this was not the case then we would be able to find y ∈ X
such that f(y) = 0 and k(y) 6= 0. This would imply that x and y are linearly
independent. So, we would be able to find g, h ∈ X ′ with g(x) = h(y) = 1 and
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h(x) = g(y) = 0. Then R = x ⊗ g + y ⊗ h would be an idempotent satisfying
RA−AR = A, but

RB −BR = (x⊗ g + y ⊗ h)(x⊗ k)− (x⊗ k)(x⊗ g + y ⊗ h)

= x⊗ k − k(y)(x⊗ h) 6= x⊗ k = B,

a contradiction. This proves that B = µA, and because Ap is a proper subset
of Bp, we have B = 0.

To prove the other direction assume that a nonzero A ∈ S is not of rank
one. Take a nonzero x ∈ ImA and f ∈ X ′ such that f(x) = 1 and define
B = (x ⊗ f)A. Clearly, ImB ⊂ ImA and KerA ⊂ KerB. It follows directly
that Ap ⊂ Bp. We have to show that Ap is a proper subset of Bp. Because
x ∈ ImA and A is square-zero, we have Ax = 0. It follows that x ⊗ f ∈ Bp.
But

(x⊗ f)A−A(x⊗ f) = (x⊗ f)A 6= A

since the equality would imply that A is of rank at most one.
We have proved that the above two statements are equivalent. It follows

that φ maps S(X) onto itself.
Define E(X) ⊂ P (X) to be the set of all idempotents of rank one or corank

one, E(X) = I(X) ∪ {I − P : P ∈ I(X)}. We will show that ϕ(E(X)) =
E(X). In this step of the proof we will use only the fact that φ preserves rank
one nilpotents and commutativity in both directions. An operator A ∈ B(X)
commutes with a rank one idempotent P if and only if it commutes with I −P .
So, it will be enough to show that ϕ(P ) ∈ E(X) for every idempotent P ∈ I(X).
We will also use the fact that ϕ(P )′ = φ(P )′.

So, let P = x ⊗ f be an idempotent of rank one. We can find a vector
y ∈ X and a functional g ∈ X ′ such that g(y) = 1 and f(y) = g(x) = 0. Set
Q = y ⊗ g, N = x ⊗ g, and M = y ⊗ f . Then P and Q are orthogonal rank
one idempotents, M and N are nilpotents of rank one and none of the pairs
P,N , P,M , and N,M commute. Moreover, (NM −MN)′ = (P − Q)′ ⊂ P ′

and therefore, (φ(N)φ(M)− φ(M)φ(N))′ ⊂ φ(P )′.
Now, φ(N), φ(M) is a pair of noncommuting nilpotents of rank one. We

also know that φ(N)φ(M)− φ(M)φ(N) is not of rank one, since otherwise this
would be a trace zero rank one operator, and hence a member of S(X), which
is impossible because φ(N)φ(M)−φ(M)φ(N) = φ(P −Q). Thus, φ(N)φ(M)−
φ(M)φ(N) is a trace zero operator of rank two. Elementary linear algebra
arguments yield that there exists a direct sum decomposition X = span {u} ⊕
span {v} ⊕ Y such that the corresponding matrix representations of φ(N) and
φ(M) are

φ(N) =

 0 1 0
0 0 0
0 0 0

 , φ(M) =

 0 0 0
a 0 0
0 0 0

 , a 6= 0,
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and then

φ(N)φ(M)− φ(M)φ(N) =

 a 0 0
0 −a 0
0 0 0

 .
The commutant of φ(N)φ(M) − φ(M)φ(N) is the space of all operators with
the matrix representation  ∗ 0 0

0 ∗ 0
0 0 ∗

 .
We know that this is a subspace of the commutant of φ(P ). Therefore,

ϕ(P ) =

λ 0 0
0 µ 0
0 0 τI


for some scalars λ, µ, τ . Since none of φ(N) and φ(M) commutes with φ(P ) we
have λ 6= µ. Moreover, ϕ(P ) is an idempotent, and thus, λ, µ, τ ∈ {0, 1}. It
follows easily that ϕ(P ) ∈ E(X), as desired.

Our next goal is to show that either ϕ(P ) is an idempotent of rank one for
every P ∈ I(X), or ϕ(P ) is an idempotent of corank one for every P ∈ I(X).
For this purpose we first define two types of subspaces of S(X) ∪ {0}. For a
nonzero x ∈ X set Lx = {x ⊗ f : f ∈ X ′ and f(x) = 0}. Similarly, for every
nonzero f ∈ X ′ we define Rf = {x ⊗ f : x ∈ X and f(x) = 0}. We will call
every Lx a subspace of the first type and every Rf a subspsace of the second
type. Let P = y ⊗ g be an idempotent of rank one. It is easy to verify that
P s = Ly and (I − P )s = Rg.

Assume that ϕ(P ) is an idempotent of rank one. Let Q = u ⊗ h be any
idempotent of rank one. Because ϕ(P )s = φ(P s), the space Ly is mapped onto
some subspace of the first type. If u and y are linearly dependent, then P s = Qs,
and consequently, ϕ(Q)s is the subspace of the first type which yields that ϕ(Q)
is of rank one. In the case that u and y are linearly independent we can find
k ∈ X ′ such that k(y) = k(u) = 1. Then, as before, ϕ(y ⊗ k) is of rank one.
Now, I−y⊗k belongs to E(X) and I−y⊗k and y⊗k have the same commutant.
It follows that ϕ(I−y⊗k) belongs to E(X) and ϕ(I−y⊗k) and ϕ(y⊗k) have
the same commutant. This further implies that ϕ(I − y ⊗ k) = I − ϕ(y ⊗ k) is
of corank one. Applying the same trick as above, this time with the subspaces
of the second type, we conclude that I − ϕ(u ⊗ k) = ϕ(I − u ⊗ k) is of corank
one which yields that ϕ(u ⊗ k) is of rank one. We repeat the same arguments
once more to conclude that ϕ(u⊗ h) is of rank one.

We have proved that either ϕ maps all idempotents of rank one into idem-
potents of rank one (and then, of course, it maps all idempotents of corank
one into idempotents of corank one), or it maps all idempotents of rank one
into idempotents of corank one (and then, of course, it maps all idempotents of
corank one into idempotents of rank one).
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We will consider only the second possibility as the proof in the case we have
the first possibility is almost the same. Thus, for every P ∈ I(X) there is a
Q ∈ I(X) such that ϕ(P ) = I − Q. The map ψ : I(X) → I(X) defined by
ψ(P ) = Q is a bijective map preserving commutativity in both directions. Note
that two rank one idempotents S, T are orthogonal if and only if S 6= T and
ST = TS. Hence, we can apply Theorem 2.4 to conclude that either there
exists a bounded invertible linear or conjugate-linear operator T : X → X such
that ψ(P ) = TPT−1, P ∈ I(X), or there exists a bounded invertible linear or
conjugate-linear operator T : X ′ → X such that ψ(P ) = TP ′T−1, P ∈ I(X).
In the second case X must be reflexive.

Let us first show that the first possibility cannot occur. Assume on the con-
trary that there exists a bounded invertible linear or conjugate-linear operator
T : X → X such that ψ(P ) = TPT−1, P ∈ I(X). Choose x ∈ X and f 6= g ∈
X ′ such that f(x) = g(x) = 1. Set P = x⊗f and Q = x⊗g. Then PQ−QP =
x⊗(g−f) ∈ S(X). It follows that φ(x⊗(g−f)) = [φ(P ), φ(Q)] = [ϕ(P ), ϕ(Q)] =
[I − ψ(P ), I − ψ(Q)] = [ψ(P ), ψ(Q)] = T [P,Q]T−1 = T (x ⊗ (g − f))T−1. As
x⊗(g−f) ∈ P s we must have T (x⊗(g−f))T−1 ∈ ϕ(P )s = (I−T (x⊗f)T−1)s,
a contradiction.

Hence, we have proved that there exists a bounded invertible linear or
conjugate-linear operator T : X ′ → X such that for every P ∈ I(X) there
exists a scalar λP such that φ(P ) = −TP ′T−1 + λP I. It follows directly that
φ(N) = −TN ′T−1 for every N ∈ S(X). Now, as in the finite dimensional case
we prove that φ(A) + TA′T−1 is a scalar operator for every A ∈ B(X). We
complete the proof as in the finite dimensional case.
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